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Abstract: Ant Colony Optimization(ACO) have been used successfully to solve hard combinatorial optimization
problems. This metaheuristics method is inspired by the foraging behavior of ant colonies, which manage to
establish the shortest routes between their colonies to feeding sources and back. In this paper ACO algorithms
are developed to provide near-optimal solutions for Global Positioning System surveying problem. In designing
Global Positioning System (GPS) surveying network, a given set of earth points must be observed consecutively
(schedule). The cost of the schedule is the sum of the time needed to go from one point to another. The problem is
to search for the best order in which this observation is executed. Minimizing the cost of this schedule is the goal
of this work.
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Figure 1: GPS satellite system

1 Introduction
Satellite navigation systems have an impact in geo-
science, in particular on surveying work in quick and
effective determining positions and changes in posi-
tions networks. The most widely known space sys-
tems are: the American NAVSTAR global position-
ing system, the Russian GLObal Navigation Satellite
System (GLONASS), and the forthcoming European
satellite navigation system (GALILEO).

GPS satellites continuously transmit radio signals
to the Earth while orbiting it (Figure 1). A receiver,
with unknown position on Earth, has to detect and
converts the signals received from all of the satel-
lites into useful measurements. These measurements

would allow a user to compute a three-dimensional
coordinate position: location of the receiver.

Solving this problem to optimality requires a very
high computational time. Therefore, metaheuristic
methods are used to provide near-optimal solutions
for large networks within acceptable amount of com-
putational effort [4, 6, 10]. In this paper we implement
two variants of Ant Colony Optimization (ACO) algo-
rithms, Ant Colony System (ACS) and Max-Min Ant
System (MMAS). Our aim is to compare there two
algorithms for this difficult problem.

The rest of the paper is organized es follows. Sec-
tion 2 gives an overview of the nature of the prob-
lem and its importance. The general framework for
a GPS surveying network problem as a combinatorial
optimization problem is described in Section 3. Then,
ACS and MMAS algorithms are applied in Section 4.
The numerical results are presented and discussed in
Section 5. The paper ends with conclusions and direc-
tions for future research.

2 Background
GPS has a strong impact on the art and practice of
most forms of positioning and navigation. However,
GPS has already had a tremendous impact on survey-
ing, initially as a technology for geodetic surveys [7].
The GPS navigation supports the safe passage of a
vessel, aircraft or vehicle from the departure, while
underway to its point of arrival; while GPS survey-
ing is mostly associated with the traditional functions
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Figure 2: GPS surveying system

of establishing geodetic control, supporting engineer-
ing constructions, cadastral surveys and map making.
Any GPS observation is proven to have biases, hence,
in order to survey an appropriate combination of mea-
surement and processing strategies must be used to
minimize their effect on the positioning results. Dif-
ferencing data collected simultaneously from two or
more GPS receivers to several GPS satellites allows
to eliminate or significantly reduce most of the biases.
All position results are therefore expressed relative to
datum stations. GPS relative technology can, in prac-
tice, be employed for a wide range of activities and
it is competitive against conventional terrestrial tech-
nologies of surveying.

Some main uses of GPS surveying will be men-
tioned:

• Geodetic Surveys: GPS has already replaced
other methods for establishing, maintaining and
densifying geodetic networks. Over distances
of a few hundred kilometers, multi stations
method gave relative position accuracies of a few
decimeters. Unlike it GPS can give accuracies of
1ppm even over distances as short as a few kilo-
meters. Furthermore, GPS is much more faster
[7].

• Scientific Survey: The measurement of crys-
tal deformation is central to our understand-
ing of earthquake processes, plate motion, ruff-
ing, mountain building mechanism and the near-
surface behavior of volcanoes. In this case are
measured changes in position, displacement or
strain with time. Hence one seeks to repeat the
measurements under as nearly an identical set of
circumstances and as high an accuracy as possi-
ble (few centimeters) [7]. On Figure 2 is shown
surveying system for earthquake forecasting.

The GPS positioning technology is superior to the
conventional and theodolite procedures, and it can be
used by users with no previous experience in satellite
surveying.

3 Problem Description

The GPS network can be defined as set of stations
(a1, a2, . . . an), which are co-ordinated by placing re-
ceivers (X1, X2, . . .) on them to determine sessions
(a1a2, a1a3, a2a3, . . .) among them. The problem is
to search for the best order in which these sessions
can be organized to give the best schedule. Thus,
the schedule can be defined as a sequence of ses-
sions to be observed consecutively. The solution
is represented by linear graph with weighted edges.
The nodes represent the stations and the edges rep-
resent the moving cost. The objective function of
the problem is the cost of the solution which is the
sum of the costs (time) to move from one point to
another one, C(V ) =

∑

C(ai, aj), where aiaj is
a session in solution V . For example if the num-
ber of points (stations) is 4, a possible solution is
V = (a1, a3, a2, a4) and it can be represented by
linear graph a1 → a3 → a2 → a4. The moving
costs are as follows: C(a1, a3), C(a3, a2), C(a2, a4).
Thus the cost of the solution is C(V ) = C(a1, a3) +
C(a3, a2) + C(a2, a4). In practice, determining how
each GPS receiver should be moved between stations
to be surveyed in an efficient manner taking into ac-
count some important factors such as time, cost etc.
The problem is to search for the best order, with re-
spect to the time, in which these sessions can be ob-
served to give the cheapest schedule or to minimize
C(V ). The initial data is a cost matrix, which repre-
sents the cost of moving a receiver from one point to
another. The cost could be evaluated purely upon the
time or purely upon the distance; for more details see
Dare [4].

4 Ant Colony Optimization for GPS
Surveying Problem

Real ants foraging for food lay down quantities of
pheromone (chemical cues) marking the path that they
follow. An isolated ant moves essentially at random
but an ant encountering a previously laid pheromone
will detect it and decide to follow it with high proba-
bility and thereby reinforce it with a further quantity
of pheromone. The repetition of the above mecha-
nism represents the auto-catalytic behavior of real ant
colony where the more the ants follow a trail, the more
attractive that trail becomes (Figure 3).
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Figure 3: Real ants behavior

The ACO algorithm uses a colony of artificial
ants that behave as cooperative agents in a mathemat-
ics space were they are allowed to search and rein-
force pathways (solutions) in order to find the optimal
ones. The problem is represented by graph and the
ants walk on the graph to construct solutions. The
solution is represented by path in the graph. After
initialization of the pheromone trails, ants construct
feasible solutions, starting from random nodes, then
the pheromone trails are updated. At each step ants
compute a set of feasible moves and select the best
one (according to some probabilistic rules) to carry
out the rest of the tour. The structure of ACO algo-
rithm is shown in Figure 4. The transition probability
pij , to chose the node j when the current node is i, is
based on the heuristic information ηij and pheromone
trail level τij of the move, where i, j = 1, . . . . , n.

pij =
τα
ijη

β
ij

∑

k∈Unused τα
ikη

β
ik

(1)

The higher value of the pheromone and the
heuristic information, the more profitable is to select
this move and resume the search. In the beginning,
the initial pheromone level is set to a small positive
constant value τ0 and then ants update this value after
completing the construction stage. ACO algorithms
adopt different criteria to update the pheromone level.

In our implementation we use MAX-MIN Ant
System (MMAS) [12], and Ant Colony System (ACS)
[5], which are ones of the best ant approaches. In
MMAS the main is using fixed upper bound τmax and

Ant Colony Optimization

Initialize number of ants;
Initialize the ACO parameters;
while not end-condition do

for k=0 to number of ants
ant k starts from random node;
while solution is not constructed do

ant k selects a node with probability;
end while

end for
Local search procedure;
Update-pheromone-trails;

end while

Figure 4: Pseudocode for ACO

lower bound τmin of the pheromone trails. Thus accu-
mulation of big amount of pheromone by part of the
possible movements and repetition of same solutions
is partially prevented. The main features of MMAS
are:

• Strong exploration to the space search of the best
found solution. This can be achieved by only
allowing one single ant to add pheromone after
each iteration, the best one.

• Wide exploration of the best solution. After the
first iteration the pheromone trails are reinitial-
ized to τmax. In the next iteration only the move-
ments that belong to the best solution receive a
pheromone, while other pheromone values are
only evaporated.

The aim of using only one solution is to make
solution elements, which frequently occur in the
best found solutions, get large reinforcement. The
pheromone trail update rule is given by:

τij ← ρτij + ∆τij, (2)

∆τij =











1/C(Vbest) if (i, j) ∈ best solution

0 otherwise
,

Where Vbest is the iteration best solution and
i, j = 1, . . . , n. To avoid stagnation of the search,
the range of possible pheromone value on each move-
ment is limited to an interval [τmin, τmax]. τmax is
an asymptotic maximum of τij and τmax = 1/(1 −
ρ)C(V ∗), while τmin = 0.087τmax. Where V ∗ is the
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optimal solution, but it is unknown, therefore we use
Vbest instead of V ∗.

In ACS, the pheromone corresponding to con-
structed by ants solutions first is decreased by the rule:

τij ← ρτij + (1− ρ)τ0 (3)

Where i, j = 1, . . . , n. After that the pheromone
corresponding to the best found solution is increased
by the similar to the MMAS solution way. All other
pheromone stay unchanged. The main features of
ACS are:

• Strong exploration of the space search of the best
found solution.

• The pheromone of the worse solutions is de-
creased and partially prevents their repetition.

In both implementations we use heuristic infor-
mation equals to one over the cost of the session.

5 Experimental Results

In this section we analyze the experimental results
obtained using MMAS algorithm described in pre-
vious section. Like a test problems we use real
data from Malta and Seychelles GPS networks.
The Malta GPS network is composed of 38 ses-
sions and the Seychelles GPS network is composed
of 71 sessions. We use 6 larger test problems
too, from http://www.informatik.uni-heidelberg.de/
groups/comopt/software/TSLIB95/ATSP.html. These
test problems range from 100 to 443 sessions.

For every experiment, the results are obtained by
performing 30 independent runs, then averaging the
fitness values obtained in order to ensure statistical
confidence of the observed difference. Analysis of the
data using ANOVA/Kruskal-Wallis test has been used
to get statistical confidence of the level 95% of the re-
sults.

In Table 1 we show the achieved costs for every
test problem. For comparison reason we use same pa-
rameter settings for the both algorithms, as follows:
τ0 = 0.005, α = 1, β = 2, rho = 0.2, number of
iterations is equal to the number of sessions, number
of used ants is 10. With bold are the minimal achieved
average costs.

Analyzing the results we conclude that MMAS
algorithm outperforms ACS algorithm. Minimal costs
are obtained by MMAS for the most of the tests. For
the Malta and ftv170 there are not relative difference
between the two algorithms.

Table 1: MMAS and ACS comparison

Tests sessions ACS MMAS

Malta 38 924 923

Seychelles 71 920 912

rro124 100 41584 41454

ftv170 170 3395 3417

rgb323 323 1688 1665

rgb358 358 1734 1675

rgb403 403 3499 3443

rgb443 443 3806 3754

6 Conclusion

The GPS surveying problem is addressed in this pa-
per. Instances containing from 38 to 443 sessions have
been solved using MMAS and ACS algorithms. For
both algorithms we use same parameter settings. A
comparison of the performance of the both ACO algo-
rithms applied on various GPS networks is reported.
The MMAS algorithm outperforms ACS algorithm.
The obtained results are encouraging and the ability
of the developed techniques to generate rapidly high-
quality solutions for observing GPS networks can be
seen. The problem is important because it arises in
wireless communications like GPS and mobile phone
and can improve the services in the networks. Thus
the problem has an economical importance.

In future work, other metaheuristcs algorithms
will be developed and applied and compared.

References:

[1] Beckers R., Deneubourg J.L., Gross S., Trail and
U-turns in the Selection of the Shortest Path by
the Ants, J. of Theoretical Biology 159, 1992,
397–415.

[2] Bonabeau E., Dorigo M., Theraulaz G. ,Swarm
Intelligence: From Natural to Artificial Systems,
Oxford University Press, New York, 1999.

[3] Corne D., Dorigo M., Glover F. eds, New Ideas
in Optimization, McCraw Hill, London, 1999.

[4] Dare P. J., Saleh H. A.:GPS Network De-
sign:Logistics Solution Using Optimal and
Near-Optimal Methods J. of Geodesy, Vol 74,
2000. 467–478.

9th WSEAS International Conference on  EVOLUTIONARY COMPUTING (EC’08),  Sofia, Bulgaria, May 2-4, 2008

ISBN: 978-960-6766-58-9 90 ISSN: 1790-5109



[5] Dorigo M., Gambardella L.M., Ant Colony Sys-
tem: A Cooperative Learning Approach to the
Traveling Salesman Problem, IEEE Transac-
tions on Evolutionary Computation 1, 1997, 53–
66.

[6] Fidanova S.:An Heuristic Method for GPS Sur-
veying Problem, ICCS’07, J.Shi et all editors,
LNCS 4490, Springer, 2007. 1084–1090.

[7] Leick, A. GPS Satellite Surveying, 2nd. ed.. Wi-
ley, Chichester, England, 1995.

[8] Osman I.H., Kelly J.P., Metaheuristics:An
overview. In Osman I.H., Kelly J.P. eds. Meta-
heuristics:Theory and Applications, Kluwer
Acad. Publisher, 1996.

[9] Reeves, C. R. (editor)., Modern Heuristic Tech-
niques for Combinatorial Problems. Blackwell
Scientific Publications, Oxford, England, 1993.

[10] Saleh H. A., and P. Dare, Effective Heuristics for
the GPS Survey Network of Malta: Simulated
Annealing and Tabu Search Techniques. Journal
of Heuristics N 7 (6), 2001, 533-549.

[11] Schaffer A. A., Yannakakis M.: Simple Local
Search Problems that are Hard to Solve, Society
for Industrial Applied Mathematics Journal on
Computing, Vol 20, 1991. 56–87.

[12] Stutzle T. and Hoos H. H.: MAX-MIN Ant Sys-
tem, In Dorigo M., Stutzle T., Di Caro G. (eds).
Future Generation Computer Systems, Vol 16,
2000, 889–914.

9th WSEAS International Conference on  EVOLUTIONARY COMPUTING (EC’08),  Sofia, Bulgaria, May 2-4, 2008

ISBN: 978-960-6766-58-9 91 ISSN: 1790-5109




