Air Pollution Modeling, Sensitivity Analysis and Parallel Implementation
Tz. Ostromsky, Iv. Dimov, R. Deorgieva, Z. Zlatev
 
Abstract
Purpose 
A new approach for sensitivity analysis in the field of air pollution modeling is proposed. The purpose of the sensitivity analysis is to study how much the uncertainty in the value of some parameters of the model or some input data affects the accuracy of the output results. The target of our study is the Unified Danish Eulerian Model (UNI-DEM), a large-scale air pollution model, used to calculate the atmosphere pollution over Europe and various additional scenarios. The sensitivity analysis requires numerous model experiments with variation of the corresponding parameters. This is a huge computational task and its efficient parallel implementation is of primary importance for the study.

Methodology 

In the chemical submodel there is a number of parameters, responsible for the speed of the corresponding chemical reactions. By simultaneous variation of these parameters we produced a set of multidimensional discrete functions. These are necessary for variance-based sensitivity analysis by using adaptive Monte Carlo approach. 

Findings 
These huge computational tasks require extensive resources of storage and CPU-time. A highly parallel implementation of UNI-DEM has been created for this purpose and implemented on an IBM BlueGene/P, the most powerful supercomputer in Bulgaria. 
Originality 
Our original approach to the problem of sensitivity analysis with respect to the air pollution modeling is presented in this paper. Some details of its efficient parallel implementation and its numerical results are given. The paper would be of interest for environmental scientists, specialists and PhD students in atmosphere modeling, sensitivity analysis and parallel computing. 
Keywords: sensitivity analysis, Monte Carlo methods, air pollution model, parallel algorithm
Classification: Research paper
1. Introduction
The Unified Danish Eulerian Model (UNI-DEM) is a powerful air pollution model, used to calculate the concentrations of various dangerous pollutants and other chemical species over a large geographical region (whole of Europe, the Mediterranean and the adjacent parts of Asia and Africa). It takes into account the main physical and chemical processes between these species, the emissions, the deposition, advection and diffusion in dependence with the changing meteorological conditions. This large and complex task is split into submodels responsible for the main physical and chemical processes.

The numerical treatment of a large-scale air pollution model is a huge and complicated computational problem. Great difficulties arise even when modern high-performance computers are used. Therefore, it is an advantage to be able to simplify as much as possible the model, keeping control over the accuracy and reliability of the results produced by the model. 

A detailed sensitivity analysis can be helpful in the analysis of the precision and reliability of the results. Moreover, it can be used to find out what kind of simplifications can be done in the model with minimum loss of accuracy in the output results. 

It is also important to analyze the influence of small perturbations of the initial conditions, the boundary conditions, chemical rates etc. on the output results. There is often a considerable amount of uncertainty with regard to their values. This knowledge can show us which parameters are most critical for the results and thus, how we can effectively improve the results by improving the accuracy of certain input data items. 

2. Sensitivity analysis concept
Sensitivity analysis (SA) is the study of how much the uncertainty in the input data of a model (due to any reason: inaccurate measurements or calculation, approximation, data compression, etc.) is reflected in the accuracy of the output results (Saltelli et al., 2004). Two kinds of sensitivity analysis are considered in the existing literature: local and global SA. Local SA studies how some small variations of inputs around a given value can change the value of the output. Global SA takes into account all the variation range of the input parameters, and apportions the output uncertainty to the uncertainty in the input data. Subject to our study in this paper is the global sensitivity analysis. 

Several sensitivity analysis techniques have been developed and used throughout the years (Saltelli et al., 2004). In general, these methods rely heavily on special assumptions connected to the behavior of the model (such as linearity, monotonity and additivity of the relationship between input and output parameters of the model). Among the quantitative methods, variance-based methods are the most often used. The main idea of these methods is to evaluate how the variance of an input or a group of inputs contributes into the variance of the model output. 

2.1.  Definition of the total sensitivity index (TSI)
Assume that a model is represented by the following model function: 
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 are independent (non-correlated) random variables with a known joint probability distribution function (p.d.f.). In this way the output 
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becomes also a random variable (as it is a function of the random vector 
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 is called first-order sensitivity index by Sobol’ (Sobol’, 1993), main effect or sometimes correlation ratio.  

Total Sensitivity Index (TSI) (Sobol’, 1993) of an input parameter 
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’s mutual sensitivity indices of any order (the main effect (first order), two-way interactions (second order), three-way interactions (third order), etc.): 
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. According to the value of their total sensitivity index, the input parameters are classified in the following way: 
· very important (
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In most practical problems the high dimensional terms can be neglected, thus reducing significantly the number of additives in (1). 

2.2.  Sobol’ approach, based on HDMR and ANOVA
Sobol’ method is one of the most often used variance-based methods. It is based on unique representation of the model function as a sum of orthogonal terms of increasing dimension and zero means. Its main advantage is computing in an uniform way not only the first order indices, but also the higher order indices (in quite a similar way, as the computation of the main effects). The total sensitivity index can then be calculated with just one Monte Carlo integral per factor. 

Sobol’ method for global sensitivity analysis, applied here, is based on the so-called High Dimensional Model Representation, or HDMR (Sobol’, 2003). HDMR of the model function 
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where 
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 is a constant. The representation (2) is not unique. Sobol’ has proven that under the conditions (3) for the right-hand-side functions 
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(3)
the decomposition (2) is unique and is called ANOVA-HDMR of the model function 
[image: image33.wmf]()

f

x

 (the term ANOVA comes from ANalisys Of Variance). Moreover, the functions of the right-hand side can be defined in a unique way by multidimensional integrals (Sobol’, 2001). 

3. Air Pollution Modeling and the Danish Eulerian Model
An air pollution model is generally described by a system of partial differential equations for calculating the concentrations of a large number of chemical species (pollutants and other components of the air that interact with the pollutants) in a large 3-D domain. The main physical and chemical processes in the atmosphere should be represented by the equations of the system. This problem has been studied for a long time (Marchuk, 1985,  Zlatev, 1995). 

In this paper we study a particular large-scale air pollution model - the Danish Eulerian Model (DEM) (Zlatev, 1995, Zlatev and Skjoeth, 1999). It is mathematically represented by the following system of partial differential equations, in which the unknown concentrations of a large number of chemical species (pollutants and other chemically active components) take part. The main physical and chemical processes (horizontal and vertical wind, diffusion, chemical reactions, emissions and deposition) are represented in that system. 



[image: image34.wmf]1212

()()()

 

          +++

          + (,,...,)()  ,         1,2,..

.

ssss

sss

xyz

ssqsss

cucvcwc

txyz

ccc

KKK

xxxyxz

EQccckkcsq

¶¶¶¶

=---+

¶¶¶¶

æö

¶¶¶¶¶¶

æöæö

+

ç÷ç÷

ç÷

¶¶¶¶¶¶

èøèø

èø

+-+=


(4)
where 

· 
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  – the concentrations of the chemical species; 

· 
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  – the wind components along the coordinate axes; 

· 
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  – diffusion coefficients; 

· 
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  – the emissions; 

· 
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 – dry / wet deposition coefficients; 
· 
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 – non-linear functions describing the chemical reactions between species under consideration.
The above partial differential equation system (4) is rather complex and difficult for direct numerical treatment. Below it is shown how this system is split into three subsystems / submodels, according to the major physical and chemical processes:
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Different numerical methods are applied in the numerical solution of these submodels, which will also be mentioned below.

Here we use the most straightforward sequential splitting scheme. Various other splitting schemes have been tried and analyzed in (Csomos et al., 2007, Dimov et al., 2001, Dimov, Farago et al., 2004, Dimov et al., 2005).
The Danish Eulerian Model is designed to calculate the pollution over a large geographical region (4800 × 4800 km.), covering whole Europe. Spatial and time discretization makes each of the submodels of DEM (listed above) and the model itself a huge computational task. High performance computing is vital for its real-time calculation. Nevertheless, this large and complex numerical model requires a lot of computing time even on the most powerful up-to-date supercomputers. That is why the parallelization has always been a key point in the computer implementation of DEM since its very early stages. A coarse-grain parallelization strategy based on decomposition of the spatial domain appears to be the most efficient and well-balanced on widest class of nowadays parallel machines (Alexandrov et al., 2004, Zlatev et al., 1996). However, some restrictions apply on the largest parallel systems (with extremely large number of processors), arising from the fixed size of the computational domain. Other parallelization strategies are also possible and has been implemented in some other versions of DEM, suitable to certain classes of supercomputers (Ostromsky and Zlatev, 2001, Ostromsky and Zlatev, 2002,  Ostromsky and Zlatev, 2007). 

For the purpose of this study, a distributed memory parallelization of the model via MPI is used (Dimov, Georgiev et al., 2004, Georgiev and Ostromsky, 2004).  Parallelization is based on domain decomposition of the horizontal grid, which implies certain restrictions on the number of MPI tasks and requires communication on each time step. Improving the data locality for more efficient cache utilization is achieved by using chunks to group properly the small tasks in the chemistry-deposition and vertical exchange stages. Additional pre-processing and post-processing stages are needed for scattering the input data and gathering the results, causing some overhead. 

The following numerical methods are used in the solution of the submodels: 

· Advection-diffusion part: Finite elements, followed by predictor-corrector schemes with several different correctors. 

· Chemistry-emission-deposition part: An improved version of the QSSA (Quazi Steady-State Approximation) (Hesstvedt et al., 1978). 

· Vertical transport: Finite elements, followed by theta-methods. 

4. High performance implementations of the Danish Eulerian Model. UNI-DEM and SA-DEM
The development and improvements of DEM throughout the years has lead to a variety of different versions with respect to the grid-size/resolution, 2D – 3D layering and the number of species in the chemical scheme. The most prospective of them has been united under a common driver routine, called UNI-DEM. It provides an uniform and easy user access to the available up-to-date versions of the model with a simple way of selecting the appropriate parameters. These versions and their governing parameters are shown in Table 1 below. 

	User-defined parameters and their optional values for selecting an appropriate UNI-DEM version

	  Parameter 
	Description
	Optional values

	  NX = NY 
	Grid size
	96 ×  96
	288 × 288 
	480 × 480  

	
	Grid step
	50 km. 
	16.7 km. 
	10 km.  

	  NZ 
	# layers (2D/3D)
	1 
	
	10   

	  NEQUAT 
	# chem. species
	35 
	56 
	168   


 Table 1. Parameters used to choose from the available UNI-DEM versions
SA-DEM (Sensitivity Analysis DEM) is a modification of UNI-DEM, specially adjusted to be used in sensitivity analysis studies. The main differences are in the direct user access to the chemical rates - constants in the original model, and the ability to be modified, either separately or in groups in dependence with the dimension of the particular sensitivity analysis study. As a large number of experiments are to be done in order to produce the necessary mesh functions, especially in the higher dimensional studies, a driver routine that automatically changes certain modification coefficients and restarts the model has been developed. Finally, an additional program for extracting the necessary mean monthly concentrations and computing the variance mesh functions has been developed. The last task is much simpler and not computationally intensive. For these reasons currently it is left beyond the scope of our supercomputer performance analysis, presented in the next section. 

5. Timing and scalability results
Some numerical results, showing the execution times and the scalability of SA-DEM on two parallel supercomputers, are given in this section. Let us define in the beginning some basic terms and notation, used in the tables with results. The ratio between the execution times of an algorithm in parallel (on n processors) and in sequential (on one processor) of the same machine, is called speed-up on n processors for the corresponding algorithm and machine and is denoted by Sp(n) throughout the paper. The corresponding parallel efficiency, denoted by E, is defined as follows: E(n) = [Sp(n) / n ]·100%. 

As in UNI-DEM, the basic run for SA-DEM is for one year period. Although for the particular sensitivity analysis study we do not use the whole set of results produced for that period, but usually take the mean monthly concentrations for a typical summer month (where the ozone concentrations reach their highest levels), the results of one-year runs are generally more accurate and reliable due to the minimal impact of the initial conditions. All the experiments are performed with the 2D version of the model (for NZ=1). The results of such runs are presented in the tables of this section. The time and the speed-up (Sp) of the main computational stages of the model (no vertical transport in this case), as well as in total, are given in separate columns. The total time includes also the times for pre-processing and post-processing stages and some data transfer procedures, which are either inherently sequential or cannot be efficiently parallelized. In addition, the total parallel efficiency E (in percent) is given in the last column. 

The Sunfire E25000 system consists of 72 dual core Ultrasparc IV processors (1350 MHz, 2 level cache). The machine (called “Newton”) is part of the high performance cluster of the Technical University of Denmark (DTU). It has been used for a long time for development and experiments with UNI-DEM, so the codes are well tuned on it. The results of one-year experiments with the SA-DEM (coarse resolution 2D spatial grid 
[96 × 96 × 1]) on the Sunfire E25000 are presented in the following Table 2. 

	Time and speed-up of SA-DEM on a SUN Sunfire E25000 at DTU  


[96 × 96 × 1] grid,     35 species,     CHUNKSIZE=48  

	#  proc.
	Advection  
	Chemistry 
	TOTAL   

	n
	Time [s] 
	Sp(n)
	Time [s]
	Sp(n)
	Time [s]
	Sp(n)
	E [%]

	  1
	1832 
	—
	7548 
	—
	9956
	—
	—

	  2
	  826 
	  2.2
	3756 
	  2.0
	5167
	  1.9
	96%

	  4
	  482 
	  3.8
	1901 
	  4.0
	2945
	  3.4
	85%

	  8
	  243 
	  7.5
	  939 
	  8.0
	1654
	  6.0
	75%

	16
	  120 
	15.3
	  474 
	15.9
	1072
	  9.3
	58%

	32
	    66 
	27.8
	  244 
	30.9
	  824
	12.1
	38%


 Table 2. Scalability of SA-DEM (by submodels and in total) on the Sunfire E25000 at DTU
The IBM Blue Gene/P is a state-of-the-art high-performance system with 8192 CPU in total and theoretical peak performance more than 23 TFLOPS. It is built of 2048 quard core PowerPC 450 (4 CPU, 850 MHz, 2 GB RAM). There is 8 MB L3-cache per node, 32 KB L1-cache per CPU (private). The system was installed in Sofia in autumn 2008 and by now is the most powerful supercomputer in Bulgaria. The results of one-year experiments with the SA-DEM (coarse resolution 2D spatial grid 
[96 × 96 × 1]) on the Blue Gene/P are presented in the following Table 3. 

	Time and speed-up of SA-DEM on the IBM Blue Gene/P  


[96 × 96 × 1] grid,     35 species,     CHUNKSIZE=48  

	#  proc.
	Advection  
	Chemistry 
	TOTAL   

	 n
	Time [s]
	Sp(n)
	Time [s]
	Sp(n)
	Time [s]
	Sp(n)
	E [%]

	  1 
	5456 
	— 
	32099 
	— 
	38848 
	— 
	—  

	  2 
	2748 
	  2.0 
	16067 
	   2.0 
	19863 
	    2.0 
	98%

	  4 
	1373 
	  4.0 
	8081 
	   4.0 
	10283 
	    3.8 
	95%

	  8 
	698 
	  7.8 
	4054 
	   7.9 
	  5690 
	    6.8 
	85%

	16 
	366 
	 14.9 
	2013 
	 15.9 
	  3265 
	  11.9 
	74%

	24 
	278 
	 19.6 
	1355 
	 23.8 
	  2482 
	  15.7 
	65%

	32 
	229 
	 23.8 
	1008 
	 31.8 
	  2198 
	  17.6 
	55%

	48 
	158 
	 34.5 
	673 
	 47.7 
	  1866 
	  20.8 
	43%


 Table 3. Scalability of SA-DEM (by submodels and in total) on the Blue Gene/P in Bulgaria

6. Sensitivity analysis results
Chemistry is the most difficult and the most time consuming part of the model, as one can see in the tables from the previous section. It is described as a complex non-linear system for calculating the unknown concentrations. However, other important parameters take part in the calculations and among them – the chemical rate constants. There are 69 time-dependent chemical reactions and 47 time-independent in the condensed Carbon Bond-IV Mechanism (CBM IV), used in DEM (Zlatev, 1995). The intensity of each reaction is determined by the corresponding chemical rate constant. For the purpose of the sensitivity analysis it can be considered as a random variable. On the first stage of our study we had to determine the most important chemical rate constants with respect to a given criterion. Ozone is known to be one of the most dangerous pollutants in the air. That is why the mean monthly ozone concentration was chosen as a primary criterion. By extensive experiments with perturbation of a large number of coefficients of the suspicious chemical reactions, we were trying to determine the most critical of them. The results of these experiments revealed the chemical reaction #22:  HO2+NO → OH+NO2   (time-dependent) as one of the most critical. Two other were also chosen to take part in the SA study: #3:  O3+NO → NO2 (+O2)   (time-dependent) and #6:  O+NO → NO2   (time-independent). 

By running SA-DEM with a given set of perturbation factors 
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where 
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 is the index of chemical species (
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The sensitivity of five important pollutants (nitrogen oxide (NO), nitrogen dioxide (NO2), sulphur dioxide (SO2), peroxy radical (PHO) and ozone (O3)) to the reaction perturbation coefficient RC22 is shown in Fig. 1 – 5 for five consecutive years. One of these species, SO2 , is practically not affected by the perturbations of this reaction coefficient, while the rest are strongly dependent on them in one or another way. 

[image: image54.wmf]
Figure 1. Sensitivity of the July mean monthly concentrations of 5 chemical species to the RC22 perturbation factors in 1994
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Figure 2. Sensitivity of the July mean monthly concentrations of 5 chemical species to the RC22 perturbation factors in 1995
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Figure 3. Sensitivity of the July mean monthly concentrations of 5 chemical species to the RC22 perturbation factors in 1996
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Figure 4. Sensitivity of the July mean monthly concentrations of 5 chemical species to the RC22 perturbation factors in 1997
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Figure 5. Sensitivity of the July mean monthly concentrations of 5 chemical species to the RC22 perturbation factors in 1998
[image: image59.wmf]
Figure 6. Sensitivity of the ozone mean monthly concentrations for 5 consecutive years to the RC22 perturbation factors in the interval [0.1 , 2.0]
In Fig. 6 just the ozone sensitivity is given for 5 consecutive years. The graphics are quite similar. Moreover, the graphics for the other chemical species show similar behavior, which indicates that the chemical rate constants are not so sensitive to the variations of the meteorological conditions. 

With generating the values 
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), the first stage of the SA procedure is completed. The second stage consists of two steps: (i) Approximation of the mesh functions and (ii) Computing of Sobol’ global sensitivity indexes, but those are beyond the scope of this paper. This part of the research is subject to another paper (Dimov et al., 2010).
7. Conclusions, related work and plans for the future
In this paper we propose a 3-stage variance-based method for sensitivity analysis of air pollution models and apply it to such a particular model – the Danish Eulerian Model. 

On the first stage, many numerical experiments with perturbation of three reaction coefficients were executed, producing the necessary mesh function for the next stage of the proposed sensitivity analysis method. For this purpose a new SA-oriented version of the model (SA-DEM) was created. It was implemented on two very powerful parallel supercomputers, showing good scalability on both machines. 

There is still a considerable amount of related work yet to be done and further optional developments in connection with this method. It can be summarized in the following main items: 

· The three particular reaction coefficients used in this study were selected by heuristics as one of those, having greater influence on the ozone concentration results. In the near future we plan to increase the number of these reaction coefficients, resulting in higher-dimensional mesh functions respectively. 

· Next stages of this SA research include approximation of the mesh functions by polynomials of 3-rd / 4-th degree, or by cubic B-spline functions. The result should be integrated numerically by a Monte Carlo integration method in order to get the total sensitivity index. Some promising results in this direction have already been obtained. These will be presented in another paper. 

· Increasing the capabilities and improving the performance of SA-DEM. 

· To perform experiments by SA-DEM with 3D coarse grid [96 × 96 × 1], as well as with finer resolution grids (storage-permitting). 

· To study DEM sensitivity with respect to other parameters (for instance, the emission levels, the boundary conditions, etc.). 

· The study would possibly lead to improvements in the chemical scheme of the model as well as to its more efficient use in some time-critical applications. 
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