
WP3: High-Performance Framework for Advanced Grid 

Applications 

1. Major Activities and Results 

Task 3.1: Development, deployment and testing of high-performance environment for the 

innovative Grid applications. 

In the second phase of the project we have worked actively to expand the environment towards  

the integration of resources in Cloud, and towards distributed processing of large volumes of 

data. On the high performance cluster in IICT -BAS a pilot installation of Computing Cloud 

components was undertaken. New resources for data storage and computing using graphics 

cards, which raised the overall performance of the cluster to over 9 teraflops double precision, 

were introduced into operation. 

A system for distributed query processing was developed, which provides a single entry point 

and can use the grid or cloud resources for the computations and is particularly suitable for 

processing datasets . 

Analysis  of the Sobol sensitivity coefficients for modeling of atmospheric pollution using U.S. 

EPA methodology on the territory of Bulgaria with step 3 km was performed. In this context, a 

graphic interface was developed. 

Modules for access the gLite Grid services using web services over a secure connection  were 

developed. 

The performance of the regional Grid infrastructure when executing resource- intensive 

simulations using the U.S. EPA system software components for modeling the transport of 

pollutants in the atmosphere was investigated. The parameters that determine the overall 

performance were identified and the problems and bottlenecks of the regional grid cluster 

resources were identified as well. 

 Involved in this task: E. Atanassov, T. Gurov, A. Karaivanova, S. Ivanovska, M. Durchova, R. 

Hristova. 



 

Fig. 1: Schema of the distributed system for query processing. 

 

Task 3.2: Developing applications in the field of financial mathematics and solving 

transportation problems using the developed tools and services. 

The areas of financial mathematics and modeling of electron transport were identified as the 

main areas of application of the developed schemes and services. 

 

The scalability and performance of the developed Monte Carlo methods for solving 

multidimensional integrals and integral equations used in the simulation of electron transport 

were sudied. The comparisons were made for  versions developed for Blue Gene / P,  cluster 

with Infiniband connection and cluster with graphics cards NVIDIA M2090, in terms of their 

parallel efficiency and overall productivity. Access to other high-performance clusters in the 

region of SEE was obtained allowing to perform and scale simulations. 

 

In the field of financial mathematics we have worked on different models to simulate the 

movement of financial assets and modeling the price of options and other derivative instruments 

. During the last period the methodology for estimating the coefficients of the Heston model was 

refined using the potential of GPGPU resources available to us. We have obtained more precise 



estimates, the computations were performed in  real time, and the sensitivity of the model in 

relation to the input data was also estimated. 

Involved in this task: N. Manev, A. Karaivanova, T. Gurov, S. Ivanovska, E. Atanassov, M. 

Durchova, D. Georgiev.  

 

 Fig. 2. Scalability on BlueGene/P when estimate Wigner function at t = 180 f s presented in the plane z × kz. 

The electric field is 15kV/cm and the number of Markov chains per pointsolution is 1 billion. 

 

 

Fig. 3. Scalability on high-performance cluster. 



Task 3.3: Increase the reliability, fault tolerance and security environment. 

Bulgarian high performance resources - the supercomputer Blue Gene / P and high performance 

cluster in IICT -BAS – are monitored through regional monitoring system based on nagios, as 

well as European monitoring systems. The emergence of problems identified by users and their 

solution can be traced by the use of regional helpdesk. There is secure access for the members of 

the project to both the Bulgarian resources and the resources available through the European and 

regional networks of high performance resources using Grid certificates issued by IICT - BAS. 

 

A method was developed and a software implementation of a system for the Grid services was 

prepared using language Erlang. The language Erlang is a functional programming language , 

which is primarily oriented towards the development of distributed services with an extremely 

high level of reliability. The technical difficulties in using Erlang for grid services arise from the 

fact that the implementation of SSL and HTTPS in the most used OTP distribution of Erlang, 

does not support proxy certificates and allows  to directly add the option for identification 

VOMS type, which is used within the European Grid initiative . Modification of OTP 

distribution  was developed which adds the necessary information so as to be able to use such 

certificates. As a result, it becomes possible to use widely used services that are written in 

Erlang, or regulatory schemes (frameworks), to add options for authentication and authorization 

in Grid proxy certificates. Program implementations of such services were developed , which are 

mainly used for various popular modules written in Erlang. The results confirmed the feasibility 

of building a secure and resistant to collapse distributed Grid services by using this programming 

language. 

We continue our research on security issues for the coordinated use of Grid and Cloud resources. 

 

Novel parallel algorithms for the decomposition of large integer factorization based on elliptic 

curves using GPGPU resources were developed. These algorithms were tested on various 

resources and showed excellent performance on cards that have high performance only in single 

precision. 
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