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Preface

The 113th European Study Group with Industry (ESGI’113) was held in Sofia,
Bulgaria, September 14–18, 2015. It was organized by the Institute of Informa-
tion and Communication Technologies, Bulgarian Academy of Sciences (IICT-
BAS), the Faculty of Mathematics and Informatics, Sofia University “St. Kli-
ment Ohridski” (FMI–SU) and the Institute of Mathematics and Informatics,
BAS (IMI–BAS) in cooperation with the European Consortium for Mathematics
in Industry (ECMI). The ESGI’113 was the third Study Group in Bulgaria, after
the very successful ESGI’104, September 23–27, 2014 and ESGI’95, September
23–27, 2013.

ESGI’113 was financially supported by the project Advanced Computing for
Innovation (AComIn) funded by FP7 Capacity Programme, Research Potential
of Convergence Regions under the grant agreement 316087/2012, and by the Sofia
University grant N075/2015. The event was also sponsored by the companies that
posed problems for solving, as well as by the project ”Supercomputing Expertise
for Small and Medium Enterprise Network”, (SESAME-NET), funded by the
EU’s Horizon 2020 research and innovation programme under grant agreement
654416.

ESGI113 was hosted by the Institute of Information and Communication Tech-
nologies, BAS, and by the Institute of Mathematics and Informatics, BAS. The
two institutions have provided excellent conditions for work.

Study Groups with Industry are an internationally recognized method of tech-
nology transfer between academia and industry. These one-week long workshops
provide an opportunity for engineers and industrial developers to work alongside
academic mathematicians, students, and young professional mathematicians on
problems of direct practical relevance.

The Organizing Committee selected six problems to work on:

1. Spline intersection improvement, Chaos Group Ltd.;

2. Development of mathematical algorithm for direct ascription of missing val-
ues in survey research data, GemSeek;

3. Optimal Cutting Problem, STOBET Ltd.;

4. The 2D/3D Best-Fit Problem, EngView Systems Sofia;

5. Analytical solution for consolidation of a soil layer with finite thickness
under cyclic mechanical loading, GEO|RUHR, Germany;
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6. Cyber Intelligence Decision Support in the Era of Big Data, STEMO Ltd..

Five of the companies are Bulgarian. The founders of the company
GEO|RUHR, Germany have had a long time collaboration with the Institute
of Mechanics, BAS.

The participants from Bulgaria (42) and from abroad (2) were divided into six
groups, each group working as a team on one problem. The Bulgarian participants
were from various Academic institutions: FMI-SU; IMI-BAS; IICT-BAS; Plovdiv
University; Veliko Tarnovo University; Technical University of Sofia, University
of Rousse. The participants from the University of Novi Sad, Serbia and the
Ruhr-University Bochum, Germany, made valuable contributions to the work on
the problems.

A separate event, Preparatory Modelling Week, was organized this year by
FMI, Sofia University, for senior Bachelor students, Master and Doctoral stu-
dents. It was designed to run back-to-back (07–11.09) with ESGI’113, providing
problem-solving experience and a warm-up for the work in the Study Group.
All Modelling week attendees were expected to participate at the study group
and this really happened. Twelve of the ESGI participants were students: four
Doctoral, four Master and four Bachelor students. The Master students were
from the FMI Master programs on Computational mathematics and mathemat-
ical modelling and Mathematical modelling in economics, evaluated as ECMI
Master Programs in Industrial Mathematics, branch Techno-mathematics and
Econo-mathematics respectively.

On the last day of the workshop each group made presentation on the progress
in solving their problem and on recommended approaches for their further treat-
ment (including generalization, improvements and implementations. The presen-
tations were the basis of the final report which each group has prepared. These
were assembled in this booklet to form the Study Group Final Report and to
provide a formal record for the work for both the industrial and academic par-
ticipants.

The description of the problems, the last day presentations and the final re-
ports of each working group are posted on the website of the ESGI’113:

http://parallel.bas.bg/ESGI113

As at ESGI’95 and ESGI’104, certificates for participation and for valuable
contribution were given to the participants.

The next Bulgarian Study Group is planned to be held in Sofia in the period
July 24-28, 2016, immediately after the ECMI Modelling Week’2016, July 17-21.
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PROBLEMS





Problem 1. Spline Intersection Improvement

Chaos Group Ltd., www.chaosgroup.com

Yordan Mandzhunkov, yordan.madzhunkov@chaosgroup.com

Company’s overview. Chaos Group creates physically-based rendering and
simulation software for artists and designers. Founded in 1997, Chaos Group is a
Bulgarian company that has devoted the last 18 years to helping artists advance
the speed and quality of one of their most important tools. Today, Chaos Groups
photorealistic rendering software, V-Rayr, has become the rendering engine of
choice for many high-profile companies and innovators in the design and visual
effects industries.

A task that we typically perform is intersection of spline curves with a ray.
We already have developed several models how to intersect such primitives with
rays. However, we are looking for a way to improve our current model in terms
of accuracy, without sacrificing too much computation speed.

Problem. We model spline curve primitives with 4 control points in 3D space
– p0; p1; p2; p3. Each control point has it’s own width of the curve – w0; w1; w2;
w3. Spline curve center as function of curve’s evolution parameter u ∈ [0, 1] is
described with

(1) ~p(u) = ~p3u
3 + 3~p2u

2(1− u) + 3~p1u(1− u)2 + ~p0(1− u)3.

The width of the primitive as function of the same evolution parameter is given
by:

(2) w(u) = w3u
3 + 3w2u

2(1− u) + 3w1u(1 − u)2 + w0(1− u)3.

The point that lies on the surface of the primitive has to satisfy the system:

(3)
|~s(u)− ~p(u)|2 = w(u)2

(~s(u)− ~p(u)) ·
d~p(u)

du
= 0.

For a given ray

(4) ~r(t) = ~o+ t~d
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find t > 0 and u ∈ [0, 1] such that

(5) ~r(t) = ~s(u).

In case of multiple solutions, we are only interested in the one that has minimum
t. We are interested in numerical method that is programmable in c++ and can
find accurate solution at the lowest computational cost.

Motivation. The spline curve primitives we described above are widely used
for hair in V-Ray. In scene that has one human like character there are typically
several million hair strands. Each hair can be composed by many spline primi-
tives. Therefore we need to be able to intersect hair as fast as possible. We have
already implemented acceleration data structures as bounding volume hierarchy
(BVH) and k-d tree to accelerate intersection. We will use the spline intersection
method that you provide, as last phase of the intersection process – after the ray
already intersected the bounding box of the spline. We also included a rendered
image using our current intersection model:
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Problem 2. Development of Mathematical

Algorithm for Direct Ascription of Missing

Values in Survey Research Data

GemSeek, www.gemseek.com

Martin Dimov, martin.dimov@gemseek.com

Company’s overview. GemSeek is a market intelligence and consulting
company. It helps business leaders with decision support analytics that have a
direct impact on bottom line and competition. Company’s services are orga-
nized around Data science and predictive analytics, Market & Industry Intelli-
gence, Customer Insight & Brand Analytics, Advanced Visualization Solutions
and Competitive Intelligence.

Definition of the problem. One of Gemseek’s core activities is develop-
ing and implementing marketing survey research studies among different target
groups both on local market and across the world. The results serve as ba-
sic foundation for further analysis on customer perceptions, behavior and brand
affiliation. Hence, the necessity of complete datasets is a prerequisite for sus-
tainable analyses, robust analytics and unbiased interpretation of results. One of
the biggest challenges for company was dealing with “blank spots” in the data
i.e. places where respondents refrain from providing correct answering due to
various reasons. Some of these include difficulty to find correct answer, too long
questionnaires, unwillingness to disclose sensitive personal information (income,
age etc.), too many options to choose from etc.

Since most statistical analysis methods assume the absence of missing data and
are only able to include observations in which every variable is measured, Gem-
Seek is in need of a robust mathematical approach that could impute incomplete
data sets so that analyses which require complete observations can appropriately
use all the information present in a dataset without missingness. In this case the
level bias and incorrect uncertainty estimates will be avoided.

Task description. In 2014 the company has performed a study among 600
customers of the biggest supermarket chains in Bulgaria. The methodology used
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random sampling procedure among population in Bulgaria’s top 8 cities. The
variables were measured with different type of scales: nominal, ordinal and con-
tinues in some of the cases. As a result the final dataset contained a large number
of missing cases and “no answers” across variables ranging from 5% to around
50% of all respondents interviewed.

Since all methods for stimulating response rate were exhausted GemSeek is
looking for a computational algorithm that could use the information from
already completed cases and recursively assign values to missing data in every
variable controlling for the type of scale and distribution of “real” values. For
this exercise we assume that all missing values are of type: Missing At Random
(MAR).

Expected results

– Brainstorm on various methods of solving the task;
– Presentation of different algorithms, stating pros and cons for each one;
– Used variables, predictors, distance measures, parameter estimates etc.;
– Suggestions of appropriate software and tools, complete scripts and devel-

oper codes for completing the task;
– Discussion of the results with bigger audience.

Assessment criteria. All suggestions for algorithms will be closely reviewed
and assessed by Gemseek team. Following criteria will be used when choosing
the most effective method:

– Accuracy – measured as percentage of accurately imputed cases vs.real
cases;

– ROC curves and Confusion matrices – as a way of graphical visualization
of accuracy;

– AIC and BIC – as a method for comparing different methods and their
efficiency;

– Statistical significance and hypothesis testing – as non-parametric estima-
tion of results.

Materials provided

– Incomplete data set of survey results in CSV format which could be used
for imputation methods and comparing the results;

– Complete questionnaire containing names and labels of all variables in the
dataset.

Other information and resources and consultations will be readily available
from Gemseek team on request.
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Problem 3. Optimal Cutting Problem

STOBET Ltd., www.stobet.com

eng. Georgi Evtimov

Company’s overview. STOBET is a structural engineering bureau that was
set up in 2003 in the city of Sofia by Georgi Evtimov Evtimov. Since its very start
the bureau has been dealing with structural design of buildings and facilities. The
bureau designs a variety of structures: reinforced concrete, metal, wood and –
recently quite often – combined types of structures: steel and reinforced concrete,
metal and wood. Combined structures provide very flexible and cheap solutions.

Definition of the problem. Making the project by part “Constructions”
contains many drawings. Plotting the project – drawing by drawing – is a la-
borious work, which is repeated for each printing. The number of drawings can
reach 700-800 numbers in one project. For this reason it is necessary to arrange
all “small” drawings in the “big” paper in the plotter with a minimum wastage
of paper.

Task for optimization

Task 1. We have a large piece of paper X = 1000 mm, Y = 15000 mm. In
this paper many small rectangles (drawings) with dimensions (ai, bi), i = 1, . . . , n
should be arranged (see Fig. 1). The goal is to arrange the rectangles in such
a way that they fill the entire width of the paper (1000 mm) and use the least
possible length of the sheet (i.e. the rectangle that contains all the small drawings
has the least possible length). In the process of arranging the “small” rectangles
(drawings) can be rotated at any angle (0, 90, or any).

Task 2 (Linear cutting). We have in stock N pieces of rods with section X

and length L meters. After the design is given, we need to obtain Mj rods with
section X and lengths Pj meters, j = 1, . . . ,m. The question is how to combine
the rods available so that the minimum possible spolage is obtained.
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a lot of Drawing Paper in plotter

Y

X X

Y

Arrange drawing in Paper

Fig. 1

Example
We have in stock N = 12 pcs with section X = IPE200 and length L = 12000

mm.
After the design we have to obtain M = M1 +M2 profiles with section X =

IPE200:
1. M1 = 18 pcs with length P1 = 7350 mm,
2. M2 = 53 pcs with length P2 = 121 mm.
The width of cut is 5 mm.
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Problem 4. The 2D/3D Best-Fit Problem

EngView Systems Sofia (A Sirma Group Company), www.engview.com

eng. Peter Konyarov, Peter.Koniarov@sirma.bg

Company’s overview. Sirma Group Holding JSC is one of the largest soft-
ware groups in Southeast Europe, with a proven track record since 1992. The
group employs more than 300 experienced software professionals who have im-
plemented hundreds of successful projects worldwide.

Sirma has gained substantial expertise in some of the most innovative areas
of ICT: semantic technologies, mobile applications, ERP (Enterprise Resource
Planning), BI (Business Intelligence), financial, banking and payment services,
e-government and others. Our successful projects laid the foundation of the long-
term customer relationships. Following its visionary mission, our company has
focused on the creation of new knowledge enterprises. A few of Sima subsidiaries
are among the world leaders in their verticals.

The Group traditionally launches innovative businesses; it founded its own
business incubator for technology startups a few years ago. Our companies have
won many international and national awards. For instance, Sirma Solutions JSC
was awarded the Forbes Business Awards 2012 in “Business Development” cate-
gory; Ontotext won the Innovation Enterprise Award 2014 in the category “Inno-
vation Visionary”, the prize of the 3rd NewsHack2014 contest on the BBC. Sirma
Mobile JSC was honoured with the prestigious prize for mobile security SIMagine
2011. Sirma Business Consulting JSC was distinguished twice for the Best ICT
employer for 2014 and 2012. EngView Systems Jsc, our subsidiary company for
CAD/CAM software, was awarded with the European Information Technology
Prize.

Problem description. In computer systems, the best-fit problem can be
described as a search for the best transformation matrix to transform input mea-
sured points from their coordinate system into a CAD model coordinate system
using a criteria function for optimization. For example, if the criterion is Mini-
mum Sum of Deviations, we search for a transformation matrix M that minimizes
the sum of all distances from an matrix-transformed measure points to a CAD
model.
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The formula that describes this process is as follows:
n∑

i=1

dist(Pi.M,CADsurface) → 0, where n is the number of points and Pi.M

is the matrix-transformed measured input point.

The case. The standard case where the problem takes place is quality control
of part production. The process is as follows:

1. Engineers create a part as a CAD model in the coordinate system A
(Pic 1).

Pic 1. The CAD model is in the coordinate system A

2. The part is produced and is measured as a real-point cloud in the coordinate
system B (Pic 2).

Pic 2. The physical part is scanned in the coordinate system B as a points cloud or as a
triangular mesh

18
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3. The best-fit matrix allows the direct comparison of the produced part
surface relative to the wanted design. After the produced part has been compared
with the designer project, it either:

– Passes quality inspection and becomes part of a product, or

– Does not pass quality control, and as a result is discarded.

Pic 3. We search for the best transformation that will transform points from coordinate
system B to coordinate system A

The solution. The best algorithmic solution should include the following
features:

1. Partial fit (only part of the object is scanned).

2. Different parts (these could also be measure points) can have their own
individual weights.

3. Only some of the three rotations and three translations can be applicable.

4. The algorithm can be applied on 2D or 3D data.

5. Preliminary assessment can be made if there are points that constitute
noise. If such points are detected, they should be filtered out.

6. In the ideal case, the algorithm’s input data – these are the data in the two
coordinate systems – can appear as points, as a mesh, or as a CAD model.

7. Optimization can take place by different optimization criteria: least squares,
minimum sum of deviations, mini-max, uniform deviations, minimum stan-
dard deviation, tolerance envelope, tolerance envelope mini-max.

8. The fit process should be able to accept also partially deformed parts. Even
if there are discrepancies between the CAD model and the input data, the
algorithm must be able to process them.

9. The computation needs to be fast and efficient.

19
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10. An option could exist for multi-core, parallel computation.

2D example:
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Problem 5. Analytical solution

for consolidation of a soil layer with finite

thickness under cyclic mechanical loading

GEO|RUHR, Germany

Thomas Barciaga, Nina Müthing

1. Introduction. GEO|RUHR is a start-up in the field of geotechnical en-
gineering. Among others we offer technology and scientific consultancy for the
design of foundations of engineering structures. One of our business segments
is the experimental and numerical subsoil analysis. In this framework we ex-
perimentally determine and evaluate soil parameters, which are necessary for the
assessment of the subsoil behaviour as well as for the numerical modelling of foun-
dation systems. Thereby, GEO|RUHR sets a focus on the analysis of engineering
structures founded in soft soils under cyclic loading – e.g. foundation systems for
on- and offshore wind turbines – as these systems are gaining increasing attention
within the geotechnical community.

2. Objective. When founded on soft cohesive soils pore water dissipation and
time evolution of settlements is a key issue in the analysis of relevant foundation
systems, as these soils due to their low permeability show a retarded settlement
behaviour. In order to do settlement and/or time prognoses for cyclically loaded
foundation constructions an exact knowledge of the evolution of pore water pres-
sure dissipation is important. For static loading this problem has been solved for
many decades (see Terzaghi, 1923). However, for cyclic load applications as they
can be found in the framework of on- and offshore foundation design this problem
is not solved completely. By an experimental testing series GEO|RUHR is al-
ready able to do prognoses for the pore water dissipation behaviour. However, a
comparison of the experimental data to an analytical solution of the consolidation
equations is needed to validate the experimental testing results. This is requested
as besides numerical methods, analytical solutions are strongly requested to verify
the FEM results.

3. Mathematical Problem. An analytical solution for the consolidation
process under cyclic loading exists in literature (see e.g. Barends, 2006, 2011).
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However, this approach assumes non-realistic boundary conditions as a soil stra-
tum with infinite depth or a layer of high thickness are treated.

Therefore, a solution for a finite soil stratum, or shallow depth (see Fig 1)
characterised by the following parameters is to be derived:

H thickness of the stratum
k hydraulic permeability of the soil
Ks bulk modulus
α compressibility of the solid phase
β compressibility of the fluid phase
n porosity
γ volumetric gravity of the fluid phase

Figure 1. Soil stratum with given boundary conditions (permeable top, impermeable
bottom – PTIB)

A vertical, cyclic load is applied to the top of the stratum, e.g. as haversine
function of time or other:

L (t) = q sin2
(

πt

d

)

or L (t) = q cos

(

πt

d

)

,

where
L(t) loading function
t time
q load amplitude
d load period
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The one-dimensional consolidation equation is given by

∂u

∂t
= Cz ·

∂2u

∂z2
+

α

α+ nβ
·
dL (t)

dt
.

This equation describes the behaviour of the excess pore water pressure u with
time and along the depth z. The consolidation coefficient Cz is given as:

Cz =
k ·Ks

γ(1 + nβ
Ks

)
.

The boundary conditions may be given as follows

u (0, t) = 0,
∂u

∂z
(H, t) = 0.

The initial condition is given as

u (z, 0) = 0.

The task is to find an analytical solution to the above formulated

boundary value problem. Next, based on the analytical solution to

evaluate the following sub-tasks:

1. excess pore water pressure as a function of time and depth u(z, t);

2. explicitly derive the phase shift ψ between excess pore water pressure u(z, t)
and the applied load with time (for a fixed depth) especially at the bottom
ψ (z = H, t → ∞), the phase shift or lag is a positive or negative delay
of the excess pore water pressure as compared to the applied surface load
that may vary with depth;

3. parameter analysis for the solution regarding permeability k as a function
of relevant parameters (stratum height H, bulk modulus Ks, phase shift
(see 2.), load amplitude q and loading period d).

4. parameter analysis for the phase shift ψ as a function of the fluid and solid
phase compressibility and soil permeability.
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Problem 6. Cyber Intelligence Decision

Support in the Era of Big Data

STEMO Ltd., http://www.stemo.bg/

Georgi Dukov, Georgi Dukov@stemo.bg

Company’s overview. In 2016 STEMO Ltd. is going to celebrate 25 years

anniversary with confirmed leading role in the field of information technologies.

The company is providing a broad portfolio of IT products, solutions and services

to our customers for building and enhancing the efficiency, productivity, security

and reliability of their IT infrastructure.

Our versatile professional experience and expertise allow successful implemen-

tation of complex projects covering the complete life-cycle of each information

system: consultations, research, analysis, design, planning, implemen-

tation, training, operation, optimization, maintenance and upgrade.

The company has 15 own commercial offices, service and retail centers, ware-

houses, a training center, equipped with modern information, technological and

transport facilities. The branches of the company are situated in the largest cities

of Bulgaria.

We employ 260 highly-qualified specialists: sales and technical consultants,

service engineers, designers, programmers, economists, etc. with over 600 techni-

cal and sales certificates which cover the certification programs of leading world

manufacturers.

Our main activities are encompassing almost all services, products and solu-

tions in the field of information technologies, including:

• design, building and maintenance of complex information and communica-

tion systems

• delivery and installation of computer and office equipment, software and

consumables

• specialized, professional IT services

• warranty and post-warranty support of computer equipment

• software development

• training and certification services
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The quality management system of the company was implemented in 2000. It

is certified in compliance with the requirements of international standards ISO

9001:2008 and AQAP 2110 NATO standards and covers all branches and activ-

ities of the company. The system ensures a high level of customer satisfaction,

contributing to the stable development of the company and the fulfillment of cor-

porate objectives. In 2010 the company certified the IT service and information

security management according to ISO 20000 and ISO 27000 standards. In 2012

acquired certificates for environmental management ISO 14001 and health and

safety management ISO 18001.

The company is a certified direct partner of leading world manufacturers:

HP, Microsoft, Cisco Systems, SAP, Oracle, Fujitsu, DELL, Canon, Toshiba,

Xerox, Epson, NetApp, VMware, Citrix, D-Link, EATON, APC, Samsung, LG,

BenQ, 3M, ESET, Novell, Autodesk, AMP, R&M, Kerpen, Panduit, ITNI, OSPL,

Crypto, Systematic, Imanami, Lieberman Softwar, NetSurity, Rola Security So-

lutions and others.

Our services help customers to achieve maximum return of investments in

IT, enhancing the efficiency, productivity, security and reliability of their IT

infrastructure. Our customers save time and resources and are able to concentrate

on their main activity and priorities.

Over the years, the company financial results have shown a solid development

and strengthened our role as an undisputed business leader in the IT market.

The biggest corporate organizations in Bulgaria, state and local administra-

tions, industry and energy enterprises, telecommunication companies, banks,

schools and medical centers, NGOs, thousands of SMEs and individuals are

among our customers. We stand their success for our own priority.

Every year more than 10 000 organizations and individuals rely on our com-

pany as a correct, dedicated and reliable partner.

Problem description. Modern technologies in the digital society are con-

stantly enlarging the cyber space scale, services and capabilities. This opens

the necessity for proper understanding the behavior of todays’ Internet users for

assuring a more secure and predictable world. Understanding these evidently

requires big data processing and relevant generalization for adequate decision

support. STEMO Ltd. is a leading national security systems integrator working

in this field since 2009 with multiple successful business partnerships.

Following our practical experience, one of the key problems in the field is to

produce a useful aggregation and trends forecasting, in a suitable middleware,

concerning the enormous direct and indirect Internet objects relations.
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As these generate a number of hybrid threats for the users, critical infrastruc-

ture, e-services, AI evolution, M2M autonomous interaction and human-in-the-

loop dynamic role, the resulting preventive measures, are quite demanding by

means of computational resources and multiple decision makers adequate sup-

port.

Being rather comprehensive, the problem requires experts’ data combination

with big data statistical observations for practical achieving adequate cyber in-

telligence and countering cybercrimes and terrorist events.

Five key steps for solving the problem could be implemented:

1. Defining multiple cyber risks dynamic database.

2. Formulation of aggregation models, concerning data extraction and visual-

ization.

3. Formulation of discrete optimization problems, taking into account the par-

ticular forecasting period, regarding expected critical events.

4. Choosing a software environment for solving the formulated problems.

5. Numerical experiments and discussion of results.
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Spline Intersection Improvement

Dragomir Aleksov, Maria Paskova, Nikola Naidenov, Pencho Marinov

1. Introduction

Rendering and simulation software needs many models of reality. Every human
has hair and we need to visualize realistic hair. We can model hair with many
spline curves. A typical task of the ray tracing method (see [2]) is finding an
intersection of spline curves with a ray. We try to find a fast way to calculate the
point where the ray intersects the curve.

Model

• We have to model spline curve primitives with 4 control points in 3D space:
~p0; ~p1; ~p2; ~p3.

• Each control point has its own width of the curve: w0; w1; w2; w3.

• Spline curve center as function of curve evolution parameter is described
by

~p(u) = ~p3u
3 + 3~p2u

2(1− u) + 3~p1u(1− u)2 + ~p0(1− u)3.

• The width of primitive as function of the same evolution parameter is given
by:

w(u) = w3u
3 + 3w2u

2(1− u) + 3w1u(1− u)2 + w0(1− u)3.

The point that lies on the surface of the primitive satisfies the system

∣

∣

∣

∣

∣

∣

|~s(u)− ~p(u)|2 = w(u)2

(~s(u)− ~p(u)).
d~p(u)

du
= 0.

We point out that here w(u) means not the diameter but the radius of the prim-
itive in the point ~p(u).

2. The Problem

Our task is the following:
For a given ray

~r(t) = ~o+ t~d
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find t > 0 and u ∈ [0, 1] such that

~r(t) = ~s(u).

In case of multiple solutions, we are interested in the one that has minimum t.

2.1. Summary of the Report

• We first give an analytical solution of the problem. This leads us to Finding
the roots of a function of two arguments.

• If we know that a certain ray intersects a single hair, we propose a simple
iterative algorithm to find an approximation of the first point of intersection
with any given accuracy.

• Having an iterative algorithm for some good cases we deal with some ex-
ceptional ones.

• In the end we consider the problem of whether there is an intersection
between a given ray and a certain hair.

Notations

The surface of the hair is given by ~s(u, v) where u ∈ [0, 1], v ∈ [0, 2π):

(2.1) ~s(u, v) = ~p(u) + w(u). cos(v).~a+ w(u). sin(v).~b .

Components of the vectors are:

~d = (dx, dy, dz)
⊤,

~o = (ox, oy, oz)
⊤,

~p = ~p(u) = (px, py, pz)
⊤,

d~p(u)

du
|| ~q = ~q(u) = (qx, qy, qz)

⊤,

~a = ~a(u) = (ax, ay, az)
⊤,

~b = ~b(u) = (bx, by, bz)
⊤,

~r = ~r(t) = (rx, ry, rz)
⊤,

~s = ~s(u, v) = (sx, sy, sz)
⊤.

Remark 1. The vectors ~d, ~q, ~a, ~b are normed, i.e. ‖ · ‖ = 1. More, ~q, ~a, ~b are
orthogonal and ~b = ~q × ~a. The following rule applies to the selection of ~a:
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If |qx| ≤ min{|qy|, |qz |} then ~a = (0, qz ,−qy)
⊤ and ~b = (−q2x − q2z , qxqy, qxqz)

⊤;

If |qy| ≤ min{|qx|, |qz |} then ~a = (qz, 0,−qx)
⊤ and ~b = (−qxqy, q

2
x + q2z ,−qyqz)

⊤;

If |qz| ≤ min{|qy|, |qz|} then ~a = (qy,−qx, 0)
⊤ and ~b = (qxqz, qyqz,−q2x − q2y)

⊤;

Remark 2. For the ray ~r(t) and a fixed u we have two cases.

Case 1: If the ray ~r(t) is not parallel to the plane defined by the point ~p(u) and
the vector ~q(u) which is orthogonal to this plane (we note that ~q(u) is
the tangent of the curve described by the center of the hair ~p(u)), then
we can calculate

(2.2) t =
(~q(u), ~p(u)− ~o)

(~q(u), ~d)
and , ~r(t) = ~o+ t~d , δ = dist(~r(t), ~p(u))− w(u) .

Case 2: ~d ⊥ ~q(u) and (~q(u), ~d) = 0, we calculate only (~q(u), ~p(u)− ~o) which gives
us the signed distance between the ray and the plane - we need this
scalar product to be 0.

Analytical solution of the problem

An intersection between surface ~s(u, v) and the ray ~r(t) happens in a point
(u, t) which is a solution of the system:

~s(u, v) = ~r(t)

or written in components (u is omitted for simplicity):

(2.3)

∣

∣

∣

∣

∣

∣

px + w. cos(v).ax + w. sin(v).bx = ox + t.dx
py + w. cos(v).ay + w. sin(v).by = oy + t.dy
pz + w. cos(v).az + w. sin(v).bz = oz + t.dz

or equivalently

∣

∣

∣

∣

∣

∣

w. cos(v).ax + w. sin(v).bx = ox + t.dx − px
w. cos(v).ay + w. sin(v).by = oy + t.dy − py
w. cos(v).az + w. sin(v).bz = oz + t.dz − pz.

After we square and sum up the three equations above we get:

w2. cos2(v).(a2x + a2y + a2z) + w2. sin2(v).(b2x + b2y + b2z)

+2.w2. cos(v). sin(v).(axbx + ayby + azbz) =
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= t2.(d2x + d2y + d2z)− 2.t.((px − ox).dx + (py − oy).dy + (pz − oz).dz)

+(px − ox)
2 + (py − oy)

2 + (pz − oz)
2,

t2 − 2.t.~d.(~p− ~o) + (~p− ~o)2 − w2 = 0.

We now substitute: B = ~d.(~p − ~o) = (~d, ~p − ~o), C = (~p − ~o, ~p − ~o) − w2 and
receive the quadratic equation:

(2.4) t2 − 2.B.t+ C = 0.

The solution depends from

(2.5) D = (B2 − C).

If D > 0 we have two roots: t1 = B +
√
D, t2 = B −

√
D.

If D = 0 we have one root: t0 = B.
If D < 0 we have no roots.
Let t0 be a solution of (2.4) and we know ~r(t0), ~r(t0)−~p(u). We have to check

whether they are foreign solutions:
Let ε > 0 be some tolerance. If |(~q,~r− ~p)| > ε then this t0 is not a solution of

the system (2.3).
Now equation (2.4) is a of the type F (u, t) = 0. The highest degree of u

is 6 and of t is 2. Since we know that u ∈ [0, 1] and also know the cuboid
which contains the hair primitive (the company that has proposed the problem
has information about it), we are able to restrict t within a certain interval
[T0, TN ]. This reduces the problem to finding the zeros of the function F (u, t)
in the rectangle [0, 1] × [T0, TN ], for which we can apply some known algorithm.
From the obtained (if any) zeros in that rectangle (which are also a solution of
the system (2.3)) we chose the one with the smallest t.

2.2. An iterative method

If we know that there is an intersection between the hair and the ray that we
are considering, we divide the interval [0, 1] into N subintervals with the points
ui = i/N, i = 0, . . . , N . For a fixed ui we consider the plane that is orthogonal

to the vector of the direction d~p(ui)
du

and passes through the point ~p(u0). We are
interested in the point in which the ray ~r(t) intersects this plane. Let this happen
for t = ti. Then the vector ~r(ti) − ~p(ui) must be orthogonal to the direction of
the curve describing the center of the hair, i.e. we have

(~r(ti)− ~p(ui)).
d~p(ui)

du
= (~o+ ti~d− ~p(ui)).

d~p(ui)

du
= 0,
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or equivalently

(ox+tidx−px(u))
dpx(u)

du
+(oy+tidy−py(u))

dpy(u)

du
+(oz+tidz−pz(u))

dpz(u)

du
= 0,

which is a linear equation for ti. Having the point from the ray ~r(ti), we calculate
how far it is from the point ~p(ui):

|~r(ti)− ~p(ui)|2 = [tidx − px(ui)]
2 + [tidy − py(ui)]

2 + [tidz − pz(ui)]
2 .

When we have that

|~r(ti−1)− ~p(ui−1)|2 > w(ui−1)
2

and

|~r(ti)− ~p(ui)|2 < w(ui)
2

for some ui−1 and ui, this means that somewhere between ui−1 and ui (corre-
spondingly ti−1 and ti) the ray intersects the hair. Actually we have to find all
such couples of points (ui−1, ui) and then take the smallest corresponding ti−1

and ti (this is because we may have several intersections and it is possible to have
the smallest t for the largest u). Then we can break the interval [ui−1, ui] into
subintervals with the points v0, . . . , vN1

and repeat the algorithm for the interval
[v0, vN1

] instead of [0, 1]. We repeat this algorithm until the distance between
~r(ti−1) and ~r(ti) becomes less than the required accuracy. This approach is being
illustrated on Fig. 1 and Fig. 2.

Fig. 1a. The central curve is the center of
the hair and the outer are from its surface

Fig. 1b. We have two points ~r(ti−1) and
~r(ti) from the ray that correspond to two
consecutive points from the curve of the

center of the hair.
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Fig. 2a. Now we consider the part of the
ray which is between the points ~r(ti−1)

and ~r(ti).

Fig. 2b. We get the two inner points
when we apply again our method for the
subinterval [ui−1, ui] which is divided in

10 subintervals.

Fig. 3a. The ray is parallel to the
plane that passes through ~p(u) and is

orthogonal to ~q(u). Fig. 3b

2.3. Exceptions

A plane parallel to the ray

A problem with the algorithm described above will occur if the fixed plane
through ~p(u) and orthogonal to d~p

du
(u) is parallel to ~d (see Figure 3a). This means

that we have (~q(u), ~d) = 0. This case was tackled in case 2 of Remark 2.
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A short description of Fig. 3b, Fig. 4b and Fig. 5b

The horizontal axis corresponds to the variable u ∈ [0, 1]. In our numerical
experiments the step is 0.005 (see also Section 2.2 for this approach). The vertical
axis has several meanings:

• The curve with symbols “X” (blue in color variant) responds to the value
D from (2.5) if D < 0, and dist(~p(u), ~r(t)) − w(u) otherwise, where t is
solution of (2.4).

Fig. 4a Fig. 4b

Fig. 5a Fig. 5b
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• The angled linetype with rotated symbol “Y” (red in color variant) corre-
sponds to the δ from (2.2) in Case 1 of Remark 2 if (~q(u), ~d) 6= 0 and to the
value (~q(u), ~p(u)− ~o) from Case 2 of the Remark 2 otherwise.

• The linetype with symbols “+” (black in color variant) is result of checking
whether the solution of (2.4) is solution for (2.3), i.e. checking orthogonality
of ~q and (~r − ~p).

The range of vertical axis is [−0.5, 1.0] and the horizontal straight line is the zero
(i.e. passes through zero).

For the more general case (see Fig. 4a for hair and Fig. 4b for the analysis)
for all u the “Y” curve describes the first case of Remark 2. Simultaneously, the
localization by proposed method above for the problem (2.3) also works well (see
“X” line and short “+” one in the middle on Fig. 4b).

For the special case when the central curve of the hair lies in a plane perpen-
dicular to the ray, then orthogonal planes to the central curve for all u are parallel
to the ray (see Fig. 3a), but that does not stop us to locate the intersection of
the beam ~r(t) with the surface ~s(u, v). Note that all points from “Y”-curve for
Fig. 3b are from second case of Remark 2.

Fig. 5b illustrates another particular case, when the beam pierces the surface
near the border at the intersection may be omitted.

How close we are to the intersection? The calculations from Remark 2 give
an answer to this question.

When the step is too big

A possible problem when applying the iterative algorithm is when a very little
segment of the line described by ~r(t) is in the hair. In such cases it is possible
to have two points of the ray ~r(ti) and ~r(ti+1) both of which are outside the hair
but between them there is an intersection (see Figure 5a). If we know that there
should be an intersection, but we don’t find one, we may divide the interval of
the parameter u into more subintervals.

Another approach to deal with such cases is to look for “suspicious” points ,
i.e. points ui and ti for which

Ri := |~r(ti)− ~p(ui)|2 −w(ui)
2

is less than a certain (small) value. We will estimate Ri + Ri+1. The mentioned
estimate of Ri +Ri+1 we calculate when the ray is tangential to the primitive of
the hair at one end point for [ui, ui+1], say ui. In addition, we assume the maximal
perturbation of the axis p(u) in the opposite direction of Bi+1 (the geometrical
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meaning of Bi = B(ui) is the common point of the ray and the plane through
~p(ui) and perpendicular to ~q(ui)) and we approximate it by 1

2 |p′′i |h2. Similarly,
we assume the maximal change of w(u) from its tangent and also approximate it
up to second order. Then, for the criterion of this exception we obtain

Ri +Ri+1 < ǫ, (Ri, Ri+1 > 0),

where

ǫ = h2[(|~q| tan |ϕ|+ 1

2
|~k|h)2 + (|~k|+ |w′′|)w]

with ~q = d~p
du
(ui) (or ui+1), ~k = d2~p

du2 (ui), ϕ = ∠(~d, ~q), w = wi (or wi+1) and
w′′ = w′′(ui).

We see that the probability for this exception is ”very small” for ”small” h.

2.4. Investigation if the ray intersects the hair

Now we consider the question of whether the ray intersects or not the hair
primitive. An important aspect of our approach here is that the company has
the information about the cuboid which contains the primitive (Fig. 6). This

Fig. 6. The cuboid which contains the considered hair primitive is known.
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means that we are able to define the interval [T0, TN ] for which ~r(t) belongs to
the cuboid. Without loss of generality we may consider ~d as a unit vector. If
the ray intersects the hair then there is a point (u0, t0) (many points but one is
enough) for which

|~o+ t0~d− ~p(u0)|2 < w(u0)
2

or equivalently

|~o+ t0~d− ~p(u0)|2 − w(u0)
2 < 0.

So, we are interested whether the expression

t2 − 2Bt+ C

where B = B(u) = ~d.(~p−~o) = (~d, ~p−~o) and C = c(u) = (~p−~o)−w(u)2 becomes
less than 0 in the rectangle [0, 1]× [T0, TN ]. This reduces the problem to finding
the minimum of a function of two variables t and u – the highest degree of u
is 6 and of t is 2. Actually this is the expression obtained when we derived the
analytical solution with the difference that here we are interested not in its zeros,
but in its absolute minimum.

3. Summary

The problem was to find the first point of intersection (or an approximation
of this point) between a ray and a hair in the fastest possible way. We did the
following activities:

• found an analytical solution of the problem;

• developed an iterative algorithm for finding the point of intersection (when
we know we have one);

• considered some exceptional cases;

• made up an algorithm for finding whether a given ray intersects the hair
we are considering.

One can choose from two options: numerically find the zeros (if any) of a function
of two variables (one of degree 2 and the other of degree 6) or numerically find its
minimum and than (if this minimum is less than zero) use the iterative approach.
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Direct Ascription of Missing Categorical

Values in Survey Research Data

Vasil Kolev, Veska Noncheva, Venelin Valkov
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Abstract

The complete datasets are a prerequisite for sustainable analyses, robust an-
alytics and unbiased interpretation of results. Missing values in a survey occur
when no data value is stored for the variable in an observation. Missing data
can have a significant effect on the conclusions that can be drawn from the data.
Direct ascription is the process of replacing missing data with predicted values.
The aim of this work is to describe an approach to direct ascription of missing
categorical values in survey research data based both on the assumption that
values in a data set are missing at random and on the implementation of the
correspondence analysis.

Key words: correspondence analysis, supplementary points

1. Introduction

One of the biggest challenges in marketing survey research studies is dealing
with “blank spots” in the data i.e. places where respondents refrain from pro-
viding correct answering due to various reasons. Some of these include difficulty
to find correct answer, too long questionnaires, unwillingness to disclose sensitive
personal information (income, age etc.), too many options to choose from etc.

Since most statistical analysis methods assume the absence of missing data
and are only able to include observations in which every variable is measured,
every company developing and implementing marketing survey research studies
is in need of a robust mathematical approach that could impute incomplete data
sets so that analyses which require complete observations can appropriately use
all the information present in a dataset without missingness. In this case the
level bias and incorrect uncertainty estimates will be avoided.

Until the 1970s, missing values were handled primarily by editing. Rubin
developed a framework of inference from incomplete data that remains in use
today [7]. The formulation of the expectation-maximization (EM) algorithm
made it feasible to compute maximum likelihood (ML) estimates in many missing-
data problems [1]. Rather that deleting or filling in incomplete cases, ML treats
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the missing data as random variables to be removed from (i.e., integrated out
of) the likelihood function as if they were never sampled. Many examples of
EM were described by Little and Rubin [4]. Their book also documented the
shortcomings of case deletion and single imputation, arguing for explicit models
over informal procedures. About the same time, in [8] Rubin introduced the idea
of multiple imputation (MI), in which each missing value is replaced by two or
more simulated values prior to analysis [3]. Creation of MIs was facilitated by
computer technology and new methods for Bayesian simulation discovered in the
late 1980s [9]. ML and MI are now becoming standard because of implementation
in free and commercial software [10].

2. Definition of the problem

In 2014 a market intelligence and consulting company has performed a study
among 600 customers of the biggest supermarket chains in Bulgaria. The method-
ology used random sampling procedure among population in Bulgaria’s top 8
cities. The variables were measured with different type of scales: nominal, ordi-
nal and continues in some of the cases. As a result the final dataset contained
a large number of missing cases and “no answers” across variables ranging from
5% to around 50% of all respondents interviewed. Since all methods for stimu-
lating response rate were exhausted the company is looking for a computational
algorithm that could use the information from already completed cases and re-
cursively assign values to missing data in every variable controlling for the type of
scale and distribution of “real” values. For this study we assume that all missing
values are of type: Missing At Random (MAR).

3. Introduction to correspondence analysis

Correspondence analysis (CA) represents yet one more method for analyzing
data in contingency tables and can be regarded as a special kind of canonical
correlation analysis [2]. The main purpose of CA is to reveal the structure of
complex data matrix by replacing the raw data with a more simple data matrix
without losing essential information. CA makes it possible to present the results
visually, that is, as points within a space, which facilities interpretation. CA is a
method especially for analysis of large contingency tables. The technique is a tool
to analyze the association between 2 or more categorical variables by representing
the categories of the variables as points in 2D or 3D.

Correspondence analysis was developed in France and is more commonly
used in Europe than in North America. Correspondence analysis is a descrip-
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tive/exploratory technique designed to analyze two-way and multi-way tables
containing measures of correspondence between the row and column variables.
The results produced by correspondence analysis provide information which is
similar to that produced by principal components or factor analysis. They allow
one to explore the structure of the categorical variables included in the table.
Correspondence analysis seeks to represent the relationships among the cate-
gories of row and column variables with a smaller number of latent dimensions.
It produces a graphical representation of the relationships between the row and
column categories in the same space.

Correspondence analysis was initially proposed as an inductive method for an-
alyzing linguistic data. From a philosophy standpoint, correspondence analysis
simultaneously processes large sets of facts, and contrasts them in order to dis-
cover global order; and therefore it has more to do with synthesis (etymologically,
to synthesize means to put together) and induction. On the other hand, analy-
sis and deduction (viz., to distinguish the elements of a whole; and to consider
the properties of the possible combinations of these elements) have become the
watchwords of data interpretation. It has become traditional now to speak of data
analysis and correspondence analysis, and not data synthesis or correspondence
synthesis.

Correspondence analysis is applied to two-way tables of counts. CA can be
seen as a special case of canonical correlation analysis. It seeks scores for the
rows and columns which are maximally correlated. As in principal component
analysis, the aim of correspondence analysis is to reduce the dimensionality of a
data matrix in order to visualize it in a subspace of low dimensionality, commonly
two- or three- dimensional ([2], [5], [6]).

To summarize the theory of CA, first divide the I × J data matrix, denoted by
N, by its grand total n to obtain the so-called correspondence matrix P = N/n.
Let the row and column marginal totals of P be the vectors r and c respectively,
that is the vectors of row and column masses r = P1, c = P⊤1, where the
notation 1 is used for a vector of ones of length that is appropriate to its use.
Let Dr = diag(r) and Dc = diag(c) be the diagonal matrices of row and column
masses.

The computational algorithm to obtain coordinates of the row and column
profiles with respect to principal axes, using the singular-value decomposition
(SVD), is as follows:

(1) Calculate the matrix of standardized residuals: S = D
−

1

2

r (P− rc)D
−

1

2

c .

(2) Calculate the SVD: S = UDαV
⊤, where U⊤U = V⊤V = I.
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(3) Principal coordinates of rows: F = D
−

1

2

r UDα.

(4) Principal coordinates of columns: G = D
−

1

2

c VDα.

(5) Standard coordinates of rows: X = D
−

1

2

r U.

(6) Standard coordinates of columns: Y = D
−

1

2

c V.

The total variance of the data matrix is measured by the inertia which is
calculated on relative observed and expected frequencies.

The rows of the coordinate matrices in (3)–(6) above refer to the rows or
columns of the original table. The columns of these matrices refer to the prin-
cipal axes, or dimensions, of the solution. The row and column principal coor-
dinates are scaled in such a way that FDrF

⊤ = GDcG
⊤ = D2

α
. The standard

coordinates have weighted sum-of-squares equal to 1: XDrX
⊤ = YDcY

⊤ = I.

Package ca in R implements CA. The output of function ca() is structured
as a list-object. The ca() output contains the eigenvalues and percentages of
explained inertia for all possible dimensions. Values for the rows and columns
(masses, chi-squared distances of points to their average, inertias and standard
coordinates) are also given.

Eigenvalues and relative percentages of explained inertia are given for all avail-
able dimensions. Additionally, cumulated percentages and a scree plot are shown.
The items given in rows and columns of summary() include the principal coordi-
nates for the first two dimensions (k = 1 and k = 2). Squared correlations and
contributions for the points are displayed next to the coordinates. Notice that
the quantities in these tables are multiplied by 1000 (e.g., the coordinates and
masses).

The rows and columns of a data table analyzed by CA are called active points.
These are the points that determine the orientation of the principal axes.

It happens that there are additional rows and columns of data that are not the
primary data of interest but that are useful in interpreting features discovered
in the primary data. Any additional row or column of a data matrix can be
positioned on an existing map. These additional rows or columns that are added
to the map are called supplementary points.

Supplementary variables have no impact on the computation. They are pro-
jected onto the solution space afterwards. Thus, contributions are not applicable
for this case. Squared correlations as a measure of how well a point is represented
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by the axes are still meaningful for the case of supplementary variables and thus
are included in the output.

The results from CA can be visualized in the following way. The graphical
solution can be restricted to two dimensions–first principal axis to be displayed
horizontally (the x-axis) and the second principal axis to be displayed vertically
(the y-axis). Usually the first two dimensions are plotted. However, eigenvalues
are known for all possible dimensions. The supplementary variables can be added
to the plot with a different symbol.

A three-dimensional display of the CA can also be created. This type of display
offers the advantage that one can zoom and navigate using the mouse.

4. Results from CA

CA is performed on the provided survey dataset from GemSeek, Bulgaria.
For this aim a data submatrix without missing data is extracted. This matrix
contains 264 rows and 4 columns.

The shopping behavior is cross-tabulated according to how often clients shop
food and grocery products in supermarket (six levels: daily, OnceTwiceAWeek,
OnceEveryFewDays, OnceEvery2-4weeks, OnceEvery1-3months,
OnceEvery3-6months) and most important factors for clients when deciding from
which hypermarket to shop from (16 levels). The contingency table is reproduced
in Table 1.

In Table 2 two supplementary rows are added. First supplementary row is
“household’s monthly combined income” and it contains five possible answers
(Less5K, 5K-10K, 10K-15K, 15K-20K, 25K-30K, MoreThan30K, IDoNotWant-
ToDeclare). Second supplementary row is the age with the following levels: 20-24,
25-29, 30-34, 35-39, 40-44, 45-50.

One cannot visualize the profiles exactly, since they are points situated in a
four-dimensional space. CA identifies a low-dimensional subspace, which approx-
imately contains the profiles. It reduces the dimensionality of the cloud of points
so that we can visualize their relative positions. However, CA gives the coordi-
nates of row and column points for all possible dimensions. This gives us the key
to the interpretation of the association between the points.

The algorithm for direct ascription of missing categorical values is based on
the association between levels of categorical variables. All associations deduced
in this task are presented in Table 3, Table 4, and Table 5.
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We have detected strong connection between the following levels (see Table 3):

• Level 30-34 of Q2 (How old are you?) and level 4 (Brands available) of Q9.

• Level 25-29 of Q2 (How old are you?) and level 6 (Store spaciousness and
organization) of Q9.

It means that if in an observation the level of Q9 is missing (NA) and the
level of Q2 is 30–34 then NA values of Q9 can be estimated (imputed) by value
4 (Brands available) and vice versa – the missing values of Q2 can be estimated
by 30-34 when the value of Q9 is 4. If the level of Q9 is missing (NA) and the
level of Q2 is 25-29, then NA values of Q9 can be estimated by value 6 (Store
spaciousness and organization) and vice versa.

Table 4 and Table 5 present the following possible imputations:

• If the level of Q9 is missing (NA) and the level of Q28 is 5 000-10 000, then
NA values of Q9 can be estimated (imputed) by value 4 (Brands available)
and vice versa.

Table 3. Relationships between some levels of Q2 and Q9

Q2: How old are you? Q9: Which of these factors is most important to
you when deciding from which hypermarket to shop
from?

30-34 4 (Brands available)

25-29 6 (Store spaciousness and organization)

Table 4. Relationships between some levels of Q28 and Q9

Q28: What is your house-
holds monthly combined
income?

Q9: Which of these factors is most important to
you when deciding from which hypermarket to shop
from?

5 000-10 000 HRK 4 (Brands available)

Table 5. Relationship between some levels of Q4 and Q9

Q4: How often do you
shop food and grocery
products in supermarket/
hypermarket?

Q9: Which of these factors is most important to
you when deciding from which hypermarket to shop
from?

daily 9 (Product promotions like buy one get one free)

OnceTwiceAWeek 2 (Diversity of goods sold in the store)

OnceEveryFewDays 8 (Benefits from loyalty program)

46



ESGI’113 Direct Ascription of Missing Categorical Values

• If the level of Q9 is missing (NA) and the level of Q4 is daily, then NA
values of Q9 can be estimated (imputed) by value 9 (Product promotions
like buy one get one free) and vice versa.

• If the level of Q9 is missing (NA) and the level of Q4 is OnceTwiceAWeek,
then NA values of Q9 can be estimated (imputed) by value 2 (Diversity of
goods sold in the store) and vice versa.

• If the level of Q9 is missing (NA) and the level of Q4 is OnceEveryFewDays,
then NA values of Q9 can be estimated (imputed) by value 8 (Benefits from
loyalty program) and vice versa.

New data submartix without missing data can be extracted from the dataset,
provided by GemSeek. New couples of associations can be discovered using the
same approach.

5. Final words

A typical example in the survey research is the use of ubiquitous chisquare
test for association in a cross-tabulation. This test is not a tool detecting which
parts of the table are responsible for this association.

Our approach is based on the association between levels of categorical vari-
ables.

Our algorithm for direct ascription of missing categorical values is based on the
association between row points and column points discovered by correspondence
analysis.

An open question is how to extract association between combinations of levels
of categorical variables. The following features of the correspondence analysis:
the percentages of inertia and squared correlations should also be involved in a
machine learning algorithm.
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partially supported by the Fund NPD, Plovdiv University “Paisii Hilendarski”,
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Optimal Cutting Problem

Ana Avdzhieva, Todor Balabanov, Georgi Evtimov,
Detelina Kirova, Hristo Kostadinov, Tsvetomir Tsachev,

Stela Zhelezova, Nadia Zlateva

1. Problems Setting

One of the tasks of the Construction office of company STOBET Ltd is to
create large sheets of paper containing a lot of objects describing a building
construction as tables, charts, drawings, etc. For this reason it is necessary to
arrange the small patterns in a given long sheet of paper with a minimum wastage.

Another task of the company is to provide a way of cutting a stock material,
e.g. given standard steel rods, into different number of smaller sized details in a
way that minimizes the wasted material.

2. Problems Description

Task 1
A large piece of paper with width X = 1000 mm and length Y = 15000 mm

is given. Over this paper many small rectangles (corresponding to tables, charts,
drawings, etc.) with dimensions (ai, bi), i = 1, . . . , n should be arranged. The
goal is to arrange the rectangles in such a way that they fill the entire width of
the paper using minimal length of the sheet.

Until the study group session the company has no solution to this task.

Task 2
An unlimited stock of rods with standard section and constant length L meters

is available. According to the construction chart, ni number of details with length
li meters each, i = 1, . . . ,m has to be cut from the stock rods. The purpose is to
produce the desired quantities of details minimizing the wasted stock material.

The company handled the task using self developed algorithm which was slow
and inefficient because it was based on exhaustive search.

3. Problems Identification

Both problems are identified as cutting-stock problems. In Operations Re-
search, the cutting-stock problem is an optimization problem of cutting standard-
sized pieces of stock material into pieces of specified sizes while minimizing ma-
terial wasted. In terms of computational complexity, the problem is an NP-
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complete problem reducible to the knapsack problem and it can be formulated as
an integer linear programming (LP) problem. Task 2 is classic one dimensional
(1D) cutting-stock problem while Task 1 is two dimensional (2D) cutting-stock
problem which is more complex.

4. Formulation and Solution Approaches

Task 2: (1D) cutting-stock problem

The standard formulation for the (1D) cutting-stock problem (but not the
only one) starts with a list of m orders, each requiring ni pieces of length li,
i = 1, . . . ,m that have to be cut from stock material (rod) of length L. We then
construct a list of all possible combinations of cuts (often called “patterns”), as-
sociating with each pattern a positive integer variable xj representing the number
of stock material pieces to be slit using pattern j. The linear cutting-stock integer
problem is then:

(1)

min
∑

j

wjxj

∑

j

aijxj = ni, ∀i = 1, . . . ,m

xj ≥ 0 and integer,

where aij is the number of times order i appears in pattern j and wj is the cost

(often the waste wj = L −
∑

i

aijli) of pattern j. In order for the elements aij ,

i = 1, . . . ,m to constitute a feasible cutting pattern, the following restriction
must be satisfied

m∑

i=1

aijli ≤ L,

aij ≥ 0 and integer.

Instead of problem (1) for minimizing the waste we prefer to consider the
equivalent to it problem for minimizing the total number of utilized rods which
is known also as bin packing problem:

(2)

min
∑

j

xj

∑

j

aijxj = ni, ∀i = 1, . . . ,m

xj ≥ 0 and integer.
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In general, the number of possible patterns grows exponentially as a function of
m and it can easily run into the millions. So, it may therefore become impractical
to generate and enumerate the possible cutting patterns.

An alternative approach uses column generation method. This method solves
the cutting-stock problem by starting with just a few patterns. It generates
additional patterns when they are needed. For the one-dimensional case, the
new patterns are introduced by solving an auxiliary optimization problem called
the knapsack problem, using dual variable information from the linear problem.
There are well-known methods for solving the knapsack problem, such as branch
and bound and dynamic programming. The column generation approach as ap-
plied to the cutting-stock problem was pioneered by Gilmore and Gomory in a
series of papers published in the 1960s, see e.g. [2].

Modern algorithms can solve to optimality very large instances of the (1D)
cutting-stock problem but their program implementations are in rule commercial
and expensive. Some free software for finding approximate solutions are available.

Although the existing fast algorithm for finding the approximate solution is
good enough, for specific purposes of the company STOBET Ltd. it was necessary
to find an algorithm relevant to the data format they use which makes the usage
of the available free software inadequate.

Task 1: (2D) cutting-stock problem

The formulation of a higher dimensional cutting-stock problem is exactly the
same as that of the one dimensional problem given in (1) and (2). The only added
complexity comes in trying to define and generate feasible cutting patterns. The
simplest two dimensional case is one in which both the stock and ordered sizes
are rectangular which is exactly our case.

5. Group Suggestions and Solutions

• For the 2D cutting-stock problem: we proposed a genetic type algorithm.

• For the 1D cutting-stock problem: we proposed a greedy type algorithm.

5.1. A Genetic Type Algorithm for Task 1: (2D) Cutting-Stock
Problem

Genetic algorithms are a robust adaptive optimization method based on bio-
logical principles. A population of strings representing possible problem solutions
is maintained. Search proceeds by recombining strings in the population. The
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theoretical foundations of genetic algorithms are based on the notion that se-
lective reproduction and recombination of binary strings changes the sampling
rate of hyperplanes in the search space so as to reflect the average fitness of
strings that reside in any particular hyperplane. Thus, genetic algorithms need
not search along the contours of the function being optimized and tend not to
become trapped in local minima [3].

According to the given objective in Task 1, near optimal solution can be
absolutely acceptable. In such situations heuristics is one of the most used ways in
solving optimal cutting problems. The difficulties in 2D variation of the problem
come from the need that all rectangles should be properly arranged in the x axis
and in the y axis simultaneously.

Idea of the genetic algorithm (GA)

The proposed GA goes in the following steps:

1. Initialization;

WHILE ( stop criteria is not met )
BEGIN

2. Selection;

3. Crossover;

4. Mutation;

5. Evaluation;
END

6. Report results.

When GAs (Genetic Algorithms) are applied there are three common op-
erations to be implemented: problem data encoding, crossover, mutation and
selection. In the case of 2D cutting problem we propose following parameters [1]:

• Problem data encoding is done by representing all rectangles with top/left
coordinate, width, height and orientation. Rectangles are presented in
stored ordered list as chromosome in the GA (known in the literature as
permutation encoding);

• Single cut point crossover is implemented, applied by the rules of GA’s
permutation encoding;
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• Mutation operator consists of random rotation of a rectangle into the result-
ing chromosome and random swap between two rectangles into the resulting
chromosome;

• Selection operator is based on uniform random distribution, but result chro-
mosome always replaces the worst chromosome in the population. By this
selection approach elitism rule is applied indirectly.

Some modifications were done from the original form of the GAs. At first place,
one part of the chromosomes are randomly shuffled, second part is descending
ordered by rectangles width and third part is descending ordered by rectangles
height in the initialization phase. At second place, one part of the chromosomes
are filled with all rectangles in portrait orientation, second part of the chromo-
somes are filled with all rectangles in landscape orientation and third part or the
chromosomes rectangles are in mixed orientation. All this modifications are done
in order better genetic diversity to be presented during initialization part of the
algorithm.

Fitness value evaluation is done by additional procedures for packing [1]. Be-
cause we do not keep information inside the chromosomes for the 2D placement
of the rectangles, the additional packing procedure fill the drawing sheet of pa-
per with proper amount of rectangles and after that the used length of paper is
calculated and applied as chromosome fitness value. Packing procedure proposed
in [1] is also near optimal. It does not search for the best optimal packing. Near
optimal packing is fast enough and for better arrangements GA is responsible.

5.2. A Greedy Type Algorithm for Task 2: (1D) Cutting-Stock Prob-
lem

Let unlimited quantities of steel rods with different sections (types) having
standard lengths Lk are given. Any such rod is said to be of type k. Let the
cutting length lc be given.

As input the details needed for the corresponding project are given. For each
detail are known its label, section and length li. The number of items with these
properties ni that have to be cut is also known. In Table 1 is given a sample of
real data provided by STOBET Ltd.

As output we need for any section (type) k of stock material the number of
rods utilized for producing all items with section k, the way that any of these
rods was cut (i.e. which items are cut from it and in which order) as well as the
waste from any utilized rod and the total percentage of waste obtained from all
utilized rods of section k.
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Table 1. Sample data

label section
number,

ni

length,
(mm)
li, mm

single
weight
(kg/m)

element
weight
(kg)

total
weight
(kg)

L windows 9 L 50 × 4 20 5790 3.0500 17.66 353.19
L windows 10 L 50 × 4 2 4912 3.0500 14.98 29.96
plank 20 PLATE 6 × 80 20 170 0.84 16.70
plank 33 PLATE 6 × 80 4 105 0.52 2.07
plank 36 PLATE 6 × 80 24 100 0.49 11.76
plank 47 PLATE 5 × 70 10 70 0.19 1.89
plank 48 PLATE 5 × 180 10 70 0.49 4.91
plank 49 PLATE 5 × 205 3 70 0.56 1.68
plank 50 PLATE 5 × 205 3 63 0.50 1.51
profile 25 100 × 80 × 5 19 5950 9.4900 56.47 1072.84
profile 26 SHS 100 × 4 3 5950 12.0000 71.40 214.20
profile 27 RHS 100 × 50 × 5 6 5800 10.9000 63.22 379.32
profile 28 RHS 100 × 50 × 5 6 5720 10.9000 62.35 374.09
profile 29 SHS 100 × 4 3 3020 12.0000 36.25 108.74
profile30 100 × 80 × 5 1 1000 9.4900 9.49 9.49
profile 31 SHS 100 × 4 6 780 12.0000 9.36 56.16
profile 40 EQA 70 × 7 2 70 7.3800 0.52 1.03
profile 41 EQA 70 × 7 45 55 7.3800 0.41 18.27
profile 42 SHS 100 × 4 6 3974 12.0000 47.69 286.13
profile 44 SHS 40 × 4 24 246 4.4600 1.10 26.33
profile 45 SHS 40 × 4 60 230 4.4600 1.03 61.56
profile 46 SHS 40 × 4 36 230 4.4600 1.03 36.94
profile 47 SHS 40 × 4 16 200 4.4600 0.89 16.06
profile 54 EQA 70 × 7 2 6995 7.3800 51.62 103.25
profile 55 EQA 70 × 7 2 6990 7.3800 51.59 103.17
profile 56 EQA 70 × 7 9 3880 7.3800 28.63 257.71
profile 57 EQA 70 × 7 2 3880 7.3800 28.63 57.27
profile 58 EQA 70 × 7 10 3880 7.3800 28.63 286.34
profile 59 EQA 70 × 7 1 3880 7.3800 28.63 28.63
profile 60 EQA 70 × 7 11 1675 7.3800 13.84 152.21
profile 61 EQA 70 × 7 2 1670 7.3800 13.80 27.60
profile 62 EQA 70 × 7 9 1670 7.3800 13.80 124.21

Idea of the Greedy Algorithm

Sort the details by their section (type).

For details with any particular section k:

(1) Set L = Lk and make an ordered list S of all items sorted in descending
order by their lengths. All items i with li > L are labeled as impossible for cutting
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Table 2. Details of section EQA 70× 7

detail ni li, mm
1 profile 40 2 70
2 profile 41 45 55
3 profile 54 2 6995
4 profile 55 2 6990
5 profile 56 9 3880
6 profile 57 2 3880
7 profile 58 10 3880
8 profile 59 1 3880
9 profile 60 11 1875
10 profile 61 2 1870
11 profile 62 9 1870

(this is caused by constructive error and the input data have to be corrected) and
they are excluded from S.

(2) Take a stock rod of section k. Denote its unused part (remainder) by Lr,
so Lr = L.

(3) If S 6= ∅, then take from S the first item i with li ≤ Lr, cut it from the rod
and update the remainder Lr = Lr − li − lc and the list S = S \ {i} (i.e. discard
the item i from the list).

If S = ∅ then STOP.

If Lr < mini∈S li then the cutting of the current rod is terminated, the waste
is lw = Lr and go to (2). Otherwise, go to (3).

The proposed greedy algorithm provides approximate solution.

As a rough estimate for the minimal number of rods that have to be utilized
for the solution, one may take the maximum of the numbers k1 and k2, where k1
is the the smallest integer greater than or equal to the total length of all items
divided by L, and k2 is the number of items with length li > L/2.

For the sample data in Table 1 the approximate solution obtained by the
proposed algorithm is presented in Table 5.

To illustrate how the greedy algorithm works on the sample data given in
Table 1, we consider section EQA 70 × 7 which is known to be of length L =
6000 mm and recall the cutting length is lc = 5 mm. In Table 2 there are 11
different details with this section.

The proposed greedy algorithm was implemented in JAVA, Lisp, MS Excel.
Many experimental tests were made with significant amount of data provided
by STOBET. The suggested greedy algorithm improved significantly the speed
of finding an approximate solution. How near to the optimal solution is the
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Table 3. List S of details of section EQA 70× 7

detail section ni li, mm
profile 54 EQA 70 × 7 2 6995
profile 55 EQA 70 × 7 2 6990
profile 56, 57, 58, 59 EQA 70 × 7 22 3880
profile 60 EQA 70 × 7 11 1675
profile 61,62 EQA 70 × 7 11 1670
profile 40 EQA 70 × 7 2 70
profile 41 EQA 70 × 7 45 55

obtained one depends of the distribution of the particular item lengths. Because
of the nature of the company projects this distribution is in most cases even. For
the sample data it is shown in Figure 1.

Table 4. Solution for section EQA 70× 7 with L = 6000 mm

number of rods pattern 3880 1675 1670 70 55 wastage, lw
1 t1 1 1 0 2 4 45
5 t2 1 1 0 0 7 15
1 t3 1 1 0 0 6 75
4 t4 1 1 0 0 0 435
11 t5 1 0 1 0 0 440

For convenience, details with the same length are considered as details of one
and the same type. Of course, they keep their own different labels and after the
cutting is completed it is clear from which rod and at which place on it they were
cut.

In this example all items with length 3880 mm are considered as one kind
of detail and the same is for items with length 1670 mm. So, finally we have 7
details and 95 items, see Table 3.

If there are some li > L the algorithm excludes them from consideration. Here
this is the case for details labeled “profile 54” and “profile 55”.

So, we start with the first rod. After cutting one item of third length l3 =
3880 mm, the remainder of the rod becomes Lr = 2115 mm. The first item in S
with length li ≤ Lr is 1675 mm and we cut it from the rod. Then the remainder
becomes Lr = 435 mm. We cut one item with l6 = 70 mm and so on. At the
end for the first rod we obtain remainder Lr = 45 mm which is smaller than
the smallest item length and therefore the wastage for this rod is lw = 45 mm.
For the considered example the obtained cutting patterns, the number of rods
used for each pattern and the waste obtained in using that pattern are given in
Table 4.

56



ESGI’113 Optimal Cutting Problem

Total number of the utilized for the solution rods of section EQA 70× 7 is 22.
In this particular case we succeed in obtaining an exact solution. Indeed, as it
can be seen from the values of k1 and k2 for this section in Table 5 the number
of utilized rods can not be smaller than 22 and for our solution we utilize exactly
22 rods. In fact, for all sections in the sample data we obtain exact solution as it
can be seen from Table 5.

The approximate solution obtained by the previously used by STOBET Ltd
algorithm for this sample data utilized 30 rods.

Table 5. Utilized rods for the obtained by greedy algorithm
solution for data in Table 1

section k1 k2 number of utilized rods w,%
L 50 × 4 21 22 22 4,75
PLATE 6 × 80 2 0 2 46.17
PLATE 5 × 70 1 0 1 87.50
PLATE 5 × 180 1 0 1 87.50
PLATE 5 × 205 1 0 1 92.85
100 × 80 × 5 20 20 20 48.75
SHS 100 × 4 10 12 12 22.88
RHS 100 × 50 × 5 12 12 12 3.96
SHS 40 × 4 6 0 6 11.49
EQA 70 × 7 21 22 22 5.13

Fig. 1. Items quantities and length distribution

For solving (1D) cutting-stock problem we also applied the developed for the
(2D) cutting-stock problem genetic algorithm. Doing this for the sample data
the approximate solutions obtained from both algorithms (greedy and genetic)
utilized the same number of rods but, of course, in some cases they differ in
patterns of cuts.
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Further Improvement of the Greedy Algorithm

A rod with a big remaining Lr will appear in few cases in the obtained by the
greedy algorithm approximate solution in cutting rods with stock length L. If Lr

of the last utilized rod is grater than 0, 7L then it is relevant to try to permute
the items in some of the patterns in order to cut the few items from the last rod
from the other utilized rods.

For the obtained approximate solution, the waste from each utilized rod is
known. The number and the lengths of details cut from the last rod are also
known. Let their lengths be d1 > d2 > d3 > · · · .

Create a list S of all utilized rods (except the last one) ordered by their
appearance in the solution.

Details are already sorted by length in descending order. For detail i with
length li we seek a detail j with length lj > li such that the permutation of one
item of length li and one item of length lj between two different rods from S is
possible. Set ε = lj − li, and call a rod from where li is cut rod i, and a rod from
where lj is cut rod j. Let the waste of rod i be wi, and the waste of rod j be
wj . If we permute li and lj between rod i and rod j, then wi will become wi + ε,
while wj will become wj − ε. The permutation (i, j) is possible if wj − ε ≥ 0.
A possible permutation (i, j) is useful if wi ≥ dk for some dk because after the
permutation an item of this length (or smaller) can be cut from rod i instead
from the last rod. If we succeed in finding enough useful permutations, the cut
of the last rod will be saved.

Preliminary part:
Find the possible permutations:

For all detail i with length li find the maximal waste from all rods in which
cutting item with length li is involved and denote it as wi.

For any detail i with length li set j = i+ 1 and create the triple (wi, wj , lj−li).
If wj ≥ lj − li the permutation (i, j) is labeled as possible and the next couple
(i, j + 1) is considered, if not no more j are considered for possible permutation
with i.

Find the useful permutations:

For any possible permutation (i, j) the smallest k with wi + lj − li ≥ dk will
be used for labeled it as k-useful. If such k does not exists the permutation is
useless.

Main part:
For item with length d1, if there is no 1-useful permutation the algorithm

stops. If not, 1-useful permutation (i, j) is done. As a result one item with
length d1 is cut from rod i. Rods i and j have to be deleted from S. Maximal
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Table 6. Initial data for RHS example
with L = 6000 mm and lc = 5 mm

section ni li, mm
RHS 100 × 50 × 4 2 5975
RHS 100 × 50 × 4 4 4135
RHS 100 × 50 × 4 6 3575
RHS 100 × 50 × 4 2 3473
RHS 100 × 50 × 4 6 1153
RHS 100 × 50 × 4 2 1127
RHS 100 × 50 × 4 14 910
RHS 100 × 50 × 4 26 810
RHS 100 × 50 × 4 108 716
RHS 100 × 50 × 4 36 715
RHS 100 × 50 × 4 288 612
RHS 100 × 50 × 4 486 365
RHS 100 × 50 × 4 54 350
RHS 100 × 50 × 4 54 340
RHS 100 × 50 × 4 18 334
RHS 100 × 50 × 4 54 330
RHS 100 × 50 × 4 36 320

wastes wi and wj have to be recalculated if necessary and the labels of (i, j) have
to be corrected if necessary. This is repeated for all items with d1, then for items
with d2, etc.

At the end, either there are left some items with length dk and no k-useful
permutations are available in which case we keep the former approximate solution,
or all items with lengths dk are cut in result of permutations and the obtained in
that way approximate solution is better than the former one (number of utilized
rods is decreased by 1).

In place of the main part, the genetic algorithm can be used. When the initial
set of useful permutations (i, j) is identified, then the index set of details I can
be divided in two parts – I1 will be the indexes of details involved in useful
permutations, and I2 will be I \ I1.

Then the utilized rods S can be divided into two parts: S1 consists of all
rods from which is cut at least one detail i involved in useful permutation and
S2 = S \ S1. We need only to permute items which are in rods from S1. Hence,
input of the genetic algorithm will be all items cut from rods from S1 as well as
the items cuts from the last rod. The rods from S2 and the rods obtained after the
greedy algorithm is applied will form the new and possibly better approximate
solution. If the result obtained by the genetic algorithm is not satisfactory one
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Table 7. Input data for genetic algorithm
used for re-optimization in RHS example

section ni li, mm
RHS 100 × 50 × 4 5 3575
RHS 100 × 50 × 4 2 3473
RHS 100 × 50 × 4 2 1127
RHS 100 × 50 × 4 14 910
RHS 100 × 50 × 4 26 810
RHS 100 × 50 × 4 108 716
RHS 100 × 50 × 4 36 715
RHS 100 × 50 × 4 2 612
RHS 100 × 50 × 4 4 365
RHS 100 × 50 × 4 2 320

can enlarge the input adding in relevant way some possible permutations.
To illustrate the above, consider RHS example. Data are given in Table 6.
The greedy algorithm obtains approximate solution for which the number of

utilized rods is 109, and the total waste is 18836 mm, or 2.88%. The solution is
such that from the last rod only two items with length 320 mm are cut.

Permutations (1127, 910), (910, 810), (910, 716), (910, 715), (810, 716),
(810, 715) are identified as useful. This means that as input for the genetic
algorithm we have to consider the items cut from rods numbered from 8 to 36
in the former solution and the two items with length 320 mm. The input for
the genetic algorithm for RHS example is given in Table 7. The expected result
of 29 rods is achieved and the re-optimization was successful in this case. After
re-optimization the number of rods utilized for the new approximate solution is
108, the total waste is 12836 mm, or 1.96%.

6. Feedback from STOBET Ltd.

The company has already successfully applied the proposed algorithms and
solutions. STOBET Ltd reported:

• Task 1: The Genetic type algorithm is very powerful. For short time we
can obtain sufficiently good results. We will built-in this method in our
practice.

• Task 2: The greedy type algorithm is very fast and it is sufficiently good
for many cases. Since the proposed greedy algorithm finds approximate
solution it is possible in few cases to get not the most economical result,
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i.e. the exact solution. Therefore we can apply proposed re-optimization
or we can use memoization in dynamic optimization.

Acknowledgements. Thanks are due to Prof. Nikola Yanev for presenting
to the group a thorough review of the scientific achievements in the field.
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1. Introduction and problem description
Quality control of part production is crucial in manufacturing. Whether the

produced part/detail passes the inspection or not depends on its particular usage
and the answer may differ from application to application. Furthermore, the
daily detail manufacture is usually huge and the quality inspection should be
fast. Therefore, in order to meet the needs of industry, the process must be as
automatic and as flexible as possible.

Sirma Group Holding JSC is one of the largest software groups in Southeast
Europe, with a proven track record since 1992. EngView Systems Jsc is a sub-
sidiary company for CAD/CAM software, which, among other tasks, deals with
quality control via scanning. More precisely, their team wants to enrich the soft-
ware of the scanner they sell on the market, so that the original CAD model of
the detail is “properly” compared to the scanner’s output of a given manufac-
tured specimen. The first object usually consists of a list of “CAD primitives”,
that are either line or arc segments, for which the two endpoints and the circle
center/radius (for arc segments) are given. The second object is a real-point
cloud, whose density depends on the scanner’s resolution. The two data sets
lie in different coordinate systems, thus the scanned data should be translated
and rotated in order to align with the CAD one. This “optimal” alignment is
the main purpose of our work. Once achieved, the objects’ comparison is user-
dependent, but typically point-wise displacements between the two data sets at
certain (again user-specified) points of interest (control points) are measured (see
Fig. 1). When those quantities are within the user-given range, the specimen
passes the quality inspection.

The optimal data alignment (a.k.a. Best-Fit problem) can be described as a
search for the best transformation matrix to transform input measured points
from their coordinate system into a CAD model coordinate system using a cri-
teria function for optimization. The best algorithmic solution should include the
following features:

1. Partial fit (only part of the object is scanned).

2. Different parts (these could also be measure points) can have their own



ESGI’113 The 2D/3D Best-Fit Problem

Fig. 1. CAD vs. CAM comparison of an industrial detail. Green numbers pass the
quality inspection, while red ones do not

individual weights.

3. Only some of the three rotations and three translations can be applicable.

4. The algorithm can be applied on 2D or 3D data.

5. Preliminary assessment can be made if there are points that constitute
noise. If such points are detected, they should be filtered out.

6. In the ideal case, the algorithm’s input data – these are the data in the two
coordinate systems – can appear as points, as a mesh, or as a CAD model.

7. Optimization can take place by different optimization criteria: least squares,
minimum sum of deviations, mini-max, uniform deviations, minimum stan-
dard deviation, tolerance envelope, tolerance envelope mini-max.

8. The fit process should be able to accept also partially deformed parts. Even
if there are discrepancies between the CAD model and the input data, the
algorithm must be able to process them.

9. The computation needs to be fast and efficient.

10. An option could exist for multi-core, parallel computation.

In the discrete setting (pixel grid), a CAD/CAM Best-Fit algorithm for the
corresponding raster images has been proposed and investigated in [1]. Here,
because of the point-wise-distance criterion, the EngView Systems representative
insisted on us working in the continuous setting (vector format), where each point
is represented via its coordinates in R

n, n = 2, 3. In [2] an algorithm that checks
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if two unlabeled configurations of points in R
n are an orthogonal transformation

of one another is proposed. If they are, the transformation matrix is explicitly
computed. This algorithm is also modified for noisy measurements (as is the case
with our scanned data), but it assumes that the two point clouds are of the same
cardinality and are one-to-one. The latter is not applicable to our problem, since
the scanned data are randomized, thus we cannot extract their corresponding
point cloud from the CAD model.

2. Our approach

The main difficulty in solving the given Best-Fit problem arises from the diver-
sity in the data representation of the CAD model and the vectorized scanned im-
age (CAM data). On the one hand, we have the CAD primitives (fully structured,
continuous data), where only few points are specified (namely, the endpoints of
the primitives). On the other hand, we have the real-point cloud, derived by
the scanner, where the whole information is incorporated in point coordinates
and no connectivity among the points is known (thus, completely unstructured,
discrete data). Furthermore, the randomness of the vectorization implies that
the probability for the input point cloud to contain the corresponding image of
any of the CAD endpoints is zero.

Since structuring a point cloud is an NP-hard problem, we choose to discretize
the CAD model and to apply techniques from Principal Component Analysis
(PCA) on the two point clouds. In theory, the input data should be uniformly
sampled from the specimen surface with step-size, depending on the scanner’s
resolution. Hence, we also uniformly sample our CAD data with respect to the
arc-length parameterization of the primitives. We use a standard AutoCAD func-
tion for that. Then, for each of the discrete data sets, we compute their energy
ellipse/ellipsoid (in 2D/3D respectively). Those ellipses define local frames, cen-
tered at the corresponding data barycenters, with axes along the directions of
minimal and maximal energy. The computation is based on least-squares ap-
proach, that leads to quadratic constrained optimization problem on the unit
circle. The latter is equivalent to finding the Jordan decomposition of a n × n
Gramian matrix, n = 2, 3, which is an easy, fast, and numerically stable proce-
dure. In signal processing, this technique is known as the Karhunen-Loève Trans-
form [3] and the total mean-square error is proven to be minimized in this local
(energy) basis. Finally, we map the CAM local frame onto the CAD-discretized
local frame, choosing the “correct” orientation (in 2D we have 4 different options
if only flips along the coordinate axes are allowed, and 8 - if we consider mir-
roring, as well) and declare the corresponding transformation matrix as optimal.
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When the scanned data is denoised and uniformly sampled, while the manufac-
tured part/detail specimen is without any defects, the transformed CAM data
cloud should be perfectly contained within the continuous CAD model. Thus,
the transformation matrix is optimal with respect to any optimization criteria.
In practice, however, the scanned data is noisy, and the EngView Systems’ team
performs a denoising procedure, where untrustworthy data is erased. This, to-
gether with the possible defects of the specimen, affects the CAM local frame
(mainly the coordinate axes, while the origin remains quite stable) and further
“local” modifications of the derived transformation matrix are needed in order
to optimize it. The latter is a subject of future work and it will be discussed in
the corresponding section.

2.1. Karhunen-Loève transform

Fig. 2. Linear regression analysis. The picture is taken from Wikipedia

For a given set of N points M := {(xi, yi)}
N
i=1, we look for the line in R

2

that minimizes the sum of the squared Euclidean distances from the point set
to it. In statistics this procedure is known as Linear regression, see Fig. 2 (the
picture is taken from https://en.wikipedia.org/wiki/Linear_regression),
while in mathematics – as Least Squares Problem. It is easy to show that this
optimal line passes through the barycenter (xG, yG) of M. Thus, we use the
normal representation

ℓ : A(x− xG) +B(y − yG) = 0

of the former, where (A,B)T is a unit normal vector with respect to ℓ. We want
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to solve the following minimization problem

(1) argmin
A,B

N∑

i=1

(
A(xi − xG) +B(yi − yG)

)2

︸ ︷︷ ︸

F (A,B)

s.t. A2 +B2 = 1,

which is equivalent to quadratic optimization on the unit circle:

(2) argmin
A,B

〈(
〈x, x〉 〈x, y〉
〈y, x〉 〈y, y〉

)(
A
B

)

,

(
A
B

)〉

s.t. A2 +B2 = 1.

Here, x = (x1 − xG, . . . , xN − xG)
T , y = (y1 − yG, . . . , yN − yG)

T , and 〈·, ·〉 is the
standard scalar product in R

N . The matrix

M :=

(
〈x, x〉 〈x, y〉
〈y, x〉 〈y, y〉

)

is Gramian, thus symmetric and positive definite (unlessM is collinear). Problem
(2) is classical. The range of the cost function F is [λ1, λ2], where 0 ≤ λ1 ≤ λ2

are the eigenvalues of M, and the minimizer is given via

(3)

(
Ā
B̄

)

= ±v1, Mv1 = λ1v1, ‖v1‖2 = 1.

Note that the minimizer is unique up to sign, so additional “orientation” issues
need to be considered afterwards.

In this setup, the Karhunen-Loève transformKL : R2 → R
2 is simply a change

of basis:

(4) KL

(
x
y

)

=

(
v1,x v2,x
v1,y v2,y

)

︸ ︷︷ ︸

TM

(
x+ xG
y + yG

)

.

The vector v2 is a normalized eigenvector for M w.r.t. λ2, and it describes the
direction of minimal energy of M. On the other hand v1 describes the direction
of maximal energy of M. In other words, the local frame (G, v1, v2) places M
along the y-axis, it is quite natural, and the most stable invariant of M w.r.t.
Gaussian noise.

2.2. KL-transform-based Algorithm

We propose and implement in MatLab the following algorithm in R
n, n = 2, 3:
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Algorithm 2.1 (2D/3D Karhunen-Loève transformation matrix).
Input: cad data, sc data Output: Transformation matrix T and translation

vector ~d

1. Compute the barycenters GCAD and Gsc of cad data and sc data.

2. Compute the shift ~d = GCAD −Gsc.

3. Compute TCAD and Tsc as in Section 2.1.

4. Compute the orthonormal matrix T = TCADT
T
sc .

5. Derive sc data aligned from sc data via translation by ~d and rotation

by T .

6. FUZZ the cad data.

7. Axes orientation check and T modifications, if necessary.

As already mentioned, the input cad data is a point cloud, uniformly sampled
from the CAD model via standard AutoCAD software. The barycenters are
computed directly via coordinate-wise averaging. Since both TCAD and Tsc are
orthogonal, so is T and it rotates the CAM local frame in order to align it with
the CAD one, i.e.,

T : vcsi → vCAD
i , i = 1, . . . , n.

Since all the basis vectors are unique up to a sign, we have to choose the
correct axes orientations for optimal data matching. The latter means that we
need to consider all possible “axes flips” of the CAM data, leading to 2n different
choices, and take the one that best fits the CAD data. In 2D, those flips result
in left multiplications of T by

Tx :=

(
1 0
0 −1

)

, Ty :=

(
−1 0
0 1

)

, Txy :=

(
−1 0
0 −1

)

,

respectively. In order to quantitatively compare the different orientations, we
use another standard AutoCAD function, namely FUZZ distance. This works
as follows: around each CAD primitive, we draw an envelope of certain width ε
(the width may vary from primitive to primitive, but for the moment it suffices
to consider it a global parameter) and AutoCAD orthogonally projects all points
within the envelope on the primitive. (A non-scientific explanation would be,
that we thicken the lines of the CAD model.) We choose an appropriate ε, and
for each of the orientations of sc data aligned we count the number of points
outside of the CAD model ε-envelope. The optimal orientation is the one that
minimizes this number.

67



The 2D/3D Best-Fit Problem ESGI’113

3. 2D Numerical examples

We consider two numerical examples (see Fig. 3). All the CAD/CAM data
are provided by EngView Systems. In both cases the CAD and CAM coordinate
systems are a priori aligned (Fig. 4), which does not affect at all the Karhunen-
Loève Transform and the performance of Algorithm 2.1, but allows us to compare
our output with the optimal transform (which is the identity). We uniformly
sample the first CAD model (Fig. 3 Left) using 1323 points and the second CAD
model (Fig. 3 Right) using 1218 points. The scanned data for the first example
consists of 399 points, while for the second – of 8206 points. Comparison of
CAD vs. CAM local bases is shown on Fig. 4. Comparisons between CAD and

Fig. 3. The CAD models of the 2 considered parts

Fig. 4. Point-cloud comparison for the details: Red(solid): (Fuzzed) CAD sample and
its KL frame. Black(circled): Scanned data and its KL frame. Blue dots: Barycenters
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Fig. 5. Different local frame orientations for the first example

transformed CAM data w.r.t. Algorithm 2.1 are shown on top left on Fig. 5 and
Fig. 6, respectively. Both scanned specimens have no manufacturing defects.

For the first example we see (almost) perfect alignment of the two KL local
frames. This is due to the good specifics of both specimen and its scanning (no
defects and close-to-uniform CAM sample). Moreover, even for small ε, the fuzzy
CAD data incorporates almost all of the CAM points, making the orientation
check in step. 7 of the algorithm straightforward (see Fig. 5).

This is not the case with the second example. There, even though the CAM
sample is 20 times bigger than the one in the first example, some of the scanned
data was untrustworthy and erased during the denoising process that preceded
our work. This resulted into several CAD regions for which no scanning infor-
mation is available (see Fig. 4). The latter polarizes the CAM point sample and
affects its local axes. In turn, the outcome of Algorithm 2.1 is not the optimal
transformation matrix. Furthermore, the CAD model is almost a square, thus has
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Fig. 6. Different local frame orientations for the second example

plenty of symmetries and the range of the cost function F in (1) is small. Com-
bining the two problems, we witness a very hard orientation check (see Fig. 6).
For each of the axes flips and for small ε the fuzzed CAD data contains some por-
tions of the CAM points and misses the two “bumps”. Thus, the number of CAM
points outside the fuzzed region does not differ significantly among the different
orientations. In such a case, choosing the correct frame orientation is not secure,
and we increase ε until a clear winner appears, namely until the “bumps” are
captured by one of the candidates. The latter is indeed the correct orientation.

4. Future work
Algorithm 2.1 is just a preliminary step of the desired Best-Fit algorithm.

As seen from the numerical experiments, it provides satisfactory transformation
matrix only for non-deformed parts/details with uniformly sampled CAM data.
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Moreover, among the desired algorithmic properties, listed in the introduction, we
cover only points 4-5, because the Karhunen-Loève transform is applicable also
in 3D, and Least Squares estimates are maximum-likelihood ones of Gaussian
noise. Clearly, such an approach cannot deal with point 1. In order to address
the remaining issues, further modifications of T are necessary.

The biggest benefit of Algorithm 2.1 is that it structures M̄sc := T (sc data+
~d) in a sense that most of the scanned points away from the endpoints of CAD
primitives can now be assigned to their corresponding primitive! We assume
that the barycenters GCAD and Gsc are (almost) correct. This is witnessed in
both of the examples in Section 3. Moreover, Georgi Evtimov wrote a LISP
function, that computes the barycenter of the continuous CAD model, and when
compared to the barycenter of even random point samples (that still capture the
detail geometry) we saw that the latter approximates well the former. Therefore,
mainly the axes directions of the CAM local frame (but not its origin) are affected
by the quality of both the detail and its scanning, so we search for another rotation
matrix

Rθ =

(
cos θ sin θ
− sin θ cos θ

)

, θ ∈ (−π/2, π/2),

to deal with that. Finally, the optimal rotation matrix will be

Tfinal = RθT ,

while the best coordinate transform is

(
x
y

)

→ Tfinal

(
x+ dx
y + dy

)

.

Let Mi ⊂ M̄sc be the points that clearly belong to the CAD primitive Pi.
Then, we can break our Best-Fit problem into N smaller and simpler ones, where
N is the number of different CAD primitives in the model. Since the primitives
are either line or arc segments, there are only 2 types of optimization problems
that appear. Those N processes are independent and small-scale, thus they
can be computed in parallel (point 10) and very efficiently (point 9). Different
optimization criteria can be used (as long as the corresponding optimization
problem can be numerically solved on line and arc segments!), thus point 7 is
also covered. For each i = 1, . . . , N , given Mi and (uniform sample of) Pi, the
local Best-Fit problem will produce as output a rotation angle θi, i.e.,

(Mi, Pi)
Local BestF it
−−−−−−−−−→ θi, i = 1, . . . , N.
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The global angle θ can be a convex combination of the local ones

θ =

N∑

i=1

ωiθi, ωi ≥ 0,

N∑

i=1

ωi = 1,

which addresses point 2. We can project Tfinal onto any subgroup of SO(2)
(those, considered admissible by the user), which solves point 3.

Let us consider two different primitives Pi and Pj that are both line segments.
Assuming that Mi and Mj are indeed scanned samples of Pi and Pj , indepen-
dently of the optimization criteria the angles θi = ∠(ℓi, Pi) and θj = ∠(ℓj, Pj)
should be equal, unless the samples are noisy or the detail is defected. Here,
ℓi and ℓj are the optimal lines for Mi and Mj , respectively. Moreover, this
equality is not affected by the accuracy of the barycenter computations, because
the quantities are invariant under translation. Thus, the distribution of the set
{θi | Pi – line segment} provides us with information about defects and/or data
discrepancies (point 8).

When Pi is an arc segment, assigning the angle θi is not a priori clear. Further-
more, Best-Fit problems on circles are usually much more complicated than the
ones on lines. For example, even the Least-Squares fit, which is a linear problem
in the latter setting, has no closed form solution in the former one and there is no
direct algorithm for it (see [4]). However, in our case we have additional informa-
tion from the CAD model that we incorporate into the optimization problem as
constraints. In particular, the center Oi and the radius Ri of the arc Pi are given,
while the distance ri := |GCADOi| can be computed. Therefore, we search for a
point Ōi on the circle C(GCAD, ri) for which the circle C(Ōi, Ri) minimizes the
least-squares functional. In other words, we restricted a 3D optimization problem
(the unknowns are the coordinates of Ōi and the radius R̄i of the optimal circle)
to a 1D one, where the only unknown is the angle θi = ∠ŌiG

CADOi. The re-
stricted problem remains nonlinear, but analyzing 1D functions is a much easier
task, that, at least numerically, can be efficiently performed.

The time frame, needed for the execution of such ambitious work plan, is far
beyond the one of the workshop. However, if EngView Systems are interested in
further collaboration, this might be an interesting and fruitful project for both
industry and science.
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[3] R. D. Dony. Karhunen-Loève Transform. In The Transform and Data Com-
pression Handbook, (K. R. Rao and P. C. Yip, Eds.), Boca Raton, CRC
Press LLC, 2001.

[4] N. Chernov, C. Lesort. Least Squares Fitting on Circles. Journal of Mathe-
matical Imaging and Vision, 23(3):239–252, 2005.

73



Rigorous and Approximated Solutions of the

Consolidation Problem for a Soil Layer with

Finite Thickness under Cyclic Mechanical

Loading

Pavel Iliev, Stanislav Stoykov, Branko Marković,
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Formulation of the problem

In poroelesticity there are two important assumptions, namely (see [2] and
[6]):

(i) the stress-strain relation for the solid matrix follows the Hooke’s law for
isotropic linear elastic media,

(ii) Darcy’s law governs the fluid flow within the pore system.

Using these assumptions it can be shown that the governing equation for
one-dimensional (vertical) consolidation due to the time dependent mechanical
loading L(t), see [6], is govern by the following equation:

(1)
∂u

∂t
= Cz

∂2u

∂z2
+ η

dL

dt
,

where u(z, t) is the excess pore water pressure at depth z and time t, Cz is the

coefficient of consolidation in vertical direction z (Fig. 1) and η =
α

α+ nβ
. Here

α, β and n are the compressibility of the solid, the compressibility of the water
and the porosity, respectively. In case water is considered to be uncomressible,
η equals one. The coefficient of consolidation is related to the mechanical and
hydraulic characteristics of the porous medium (e.g. soil) as follows:

(2) Cz =
k Ks

γ

(

1 +
nβ

Ks

) ,

where Ks is the bulk modulus of the solid phase, k is the hydraulic permeability
and γ represents the fluid volumetric weight.
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Fig. 1. Problem geometry

The boundary and the initial conditions are defined as follows (according to
the notations in Fig. 1)

(3) u(0, t) = 0,
∂u

∂z
(H, t) = 0,

(4) u(z, 0) = 0.

More information about the geotechnical aplications and experimental data
where the above formulated problem has place can be found in [5] and [4]. The
task is to derive an analytical solution to the above formulated boundary value
problem. Next, based on the analytical solution to evaluate the following sub-
tasks:

– explicitly derive the phase shift between excess pore water pressure u(z, t)
and the applied load with time (for a fixed depth) especially at the bottom
(z = H, t → ∞), the phase shift or lag is a positive or negative delay of
the excess pore water pressure as compared to the applied surface load that
may vary with depth;

– parameter analysis for the solution regarding permeability k and as a func-
tion of relevant parameters (stratum depth H, bulk modulus Ks , phase
shift, load amplitude q and loading period d);

– parameter analysis for the phase shift ψ as a function of the fluid and solid
phase compressibility and soil permeability.
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Analytical solution

In this section our task is to obtain an analytical solution for the above for-
mulated problem. In order to do that we will first formulate the equivalent
homogeneous form of Eq. (1), see e.g. [3]. For that purpose we introduce a new
variable:

(5) v(z, t) = u(z, t) − η

∫ t

0

L̇(τ)dτ,

where the load function is given by

(6) L(t) = q sin2
(π

d
t
)

=
q

2
− q

2
cos

(

2π

d
t

)

.

Therefore Eq. (5) takes the form

(7) v(z, t) = u(z, t)− η
q

2
cos

(

2π

d
t

)

.

In the new variable v our problem is formulated as:

(8)
∂v

∂t
= Cz

∂2v

∂z2
,

with boundary conditions:

(9) v(0, t) = η
q

2
cos

(

2π

d
t

)

,
∂v

∂z
(H, t) = 0.

The boundary condition at the bottom of the layer (z = H) can be expressed as
v(H, t) = C, where C is some constant, independent of z and t. If we assume
that C = 0, the boundary condition at the bottom is then given as

(10) v(H, t) = 0.

We seek for a harmonic solution of the homogeneous problem of the form

(11) v(z, t) = V (z)ei
2π
d
t,

where the function V (z) is obtained from separation of variables and thus becomes

(12) V (z) = C1e
1+i

√

dCz/π
z
+ C2e

−
1+i

√

dCz/π
z
.
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In order to obtain Eq. (12) in the form that is given, we have used the expression√
i = (1 + i)/

√
2. Since the solution that we seek for is a complex function, we

introduce an additional complex disturbance at z = 0 and hence it becomes

(13) v(0, t) = η
q

2

[

cos

(

2π

d
t

)

+ i sin

(

2π

d
t

)]

= η
q

2
ei

2π
d
t.

This allows us to determine the constant in Eq. (12). The solution for the variable
v takes the final form:

(14) v(z, t) =

[

C1e
1+i

√
dCz/π

z
+ C2e

−
1+i

√
dCz/π

z
]

ei
2π
d
t,

with

(15) C1 = −η q
2

e
−

1+i
√

dCz/π
H

e
1+i

√

dCz/π
H
− e

−
1+i

√

dCz/π
H
,

and

(16) C2 = η
q

2
+ η

q

2

e
−

1+i
√

dCz/π
H

e
1+i

√

dCz/π
H
− e

−
1+i

√

dCz/π
H
.

We could proceed further with obtaining the real part of the above expression,
but due to the complexity of the expressed solution we follow the approach of [1].
Therefore we assume that the relation H ≫

√

dCz/π holds, which allows us to
neglect the term with C1 in Eq. (12) and hence

(17) Re (v(z, t)) = η
q

2
e
−

z
√

dCz/π cos

(

2π

d
t− z

√

dCz/π

)

.

The real part in Eq. (17) is the one corresponding to the real part of the distur-
bance, therefore transforming the expression for the variable u yields

(18) u(z, t) = η
q

2
e
−

z
√

dCz/π cos

(

2π

d
t− z

√

dCz/π

)

+ η
q

2
cos

(

2π

d
t

)

.

Using this analytical solution we can have an explicit expression for the phase
shift ψ(z) between the excess pore water pressure and the applied load:

(19) ψ (z) = arctan









e
−

z
√

dCz/π sin

(

− z√
dCz/π

)

1− e
−

z
√

dCz/π cos

(

− z√
dCz/π

)









.
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Thus we conclude that when H ≫
√

dCz/π holds the phase shift depends only
on the period of the applied load and the consolidation coefficient.

Numerical solution

In this section we will find the numerical solution of our problem. The partial
differential equation (1) can be written in the following form:

(20)
∂u

∂t
= Cz

∂2u

∂z2
+A sin

(

2πt

d

)

,

and the boundary and the initial conditions are given by Eqs. (3) and (4). The
equation is discretized by the finite element method. As a result, a system of
ordinary differential equations (ODE) is obtained. Because the system is linear
and the time dependent mechanical loading is harmonic, the steady-state response
of the system will be also harmonic. Thus, the vector of generalized coordinates
is expressed by harmonic function and the system of ODE is transformed into an
algebraic linear system.

Equation (1) is written in variational form, integration by parts is performed
and taking into account the boundary conditions, the following equation is ob-
tained:

(21)

∫

Ω

∂u(z, t)

∂t
v(z)dz + Cz

∫

Ω

∂u(z, t)

∂z

∂v(z)

∂z
dz = A sin

(

2πt

d

)
∫

Ω

v(z)dz,

where v(z) are the trial functions and Ω ∈ [0,H].
Following the standard FEM approach, the pressure u(z, t) is approximated

by shape functions and generalized coordinates in a local coordinate system:

(22) uh(ξ, t) =

n
∑

i=1

Ni(ξ)qi(t) ∈ Vh,

where ξ is the local coordinate given by ξ = z
H and n is the number of shape func-

tions used in the model. In the current case, one element is used, and accuracy
is achieved by adding higher order polynomials. This approach is also known as
p-FEM. The shape functions Ni(ξ) have to satisfy the essential boundary condi-
tions. They are given in Figure 2. Here qi(t) are the generalized coordinates.

Switching from Ω to the reference interval [0, 1] and replacing the expression
for uh(ξ, t) into Eq. (21) the following system of first order ODE is obtained:

(23) Mq̇(t) +Kq(t) = F sin

(

2πt

d

)

,
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Fig. 2. Shape functions for the pressure.

where M is the mass matrix, K is the stiffness matrix, F is the vector of gen-
eralized external forces and q(t) is the vector of generalized coordinates. The
matrices have the following form:

M = H

∫

1

0

N(ξ)N(ξ)Tdξ,

K = Cz
1

H

∫

1

0

dN(ξ)

dξ

dN(ξ)T

dξ
dξ,

F = AH

∫

1

0

N(ξ)dξ,

where N(ξ) is the vector of shape functions.

Taking into account that the system is linear with harmonic excitation, the
steady-state response is known to be harmonic function. Thus, the vector of
generalized coordinates is expressed in the following way:

(24) q(t) = a cos

(

2πt

d

)

+ b sin

(

2πt

d

)

,

where a and b are vectors with the same size as q. This expression for q is
exact for the steady-state response of the linear system. If one wants to study
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the transient response of the system, a time integration method, such as Runge-
Kutta should be used. Substituting (24) into the system (23), the following
algebraic system is obtained:

(25)

(

2π

d

[

0 M

−M 0

]

+

[

K 0

0 K

]){

a

b

}

=

{

0

F

}

.

The vectors a and b are computed from this equation. These vectors determine
the shape of the solution related with cos and sin terms:

(26) ucos(ξ, t) =
n
∑

i=1

Ni(ξ)ai,

(27) usin(ξ, t) =
n
∑

i=1

Ni(ξ)bi.

The solution uh(ξ, t) is obtained to be (in local coordinate system):

uh(ξ, t) = ucos(ξ, t) cos

(

2πt

d

)

+ usin(ξ, t) sin

(

2πt

d

)

=

√

ucos(ξ, t)2 + usin(ξ, t)2 cos

(

2πt

d
− ψ(ξ)

)

,

(28)

Cz

0.00010

Fig. 3. uh(ξ, 0) for different values of
Cz , red – Cz = 10−8, blue – Cz = 10−7,
black – Cz = 10−6, green – Cz = 10−5

Fig. 4. uh(ξ, 0) as a function of Cz for
ξ = 1 (z = H)
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Fig. 5. uh(ξ, t) in time domain for ξ = 1, red – Runge-Kutta method with zero initial
conditions, blue – steady-state response of the FEM, black – applied load (amplitude is

increased in order to be visible in the plot)

where ψ(ξ) is the phase expressed by:

(29) ψ(ξ) = arctan

(

usin(ξ, t)

ucos(ξ, t)

)

.

The result given for uh in Eq. 28 is visualised in Figures 3 and 4. The compar-
ison between the steady state and transient numerical solutions in time domain
is presented in Fig. 5.

Phase shift

The explicit expression for the phase shift ψ(z) as given in (19) is analyzed
first. The plot for ψ as a function of the consolidation coefficient Cz is shown on
Fig. 6. One can notice a drop in the phase shift when Cz ≈ 0 and an increase
after that drop. At Cz ≈ 5 × 10−6 the slope of the graph decreases and ψ tends
asymptotically to π/4.

Let us analyze in more detail the drop in the graph, i.e. negative phase shift.
In Fig. 7 it is shown again a plot of ψ as a function of Cz, but now it is magnified
so that one can see closely the interval with negative phase shift. From the figure
we conclude that in the interval between 1.1× 10−9 and 3.35× 10−7 for Cz there
is a negative phase shift between the excess pore water pressure and the applied
load. This means that after consolidation has taken place the response from the
system can be before the actual load for specific parameters. The phase shift as
a function of Cz determined based on the FEM solution is given in Fig. 8.
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Fig. 6. Phase shift as a function of the consolidation coefficient
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Fig. 7. Interval with negative phase shift in detail

Closing Remarks

We have shown that the analytical solution of equation (1) under reasonable
assumption on the relation between frequency, permeability and layer thickness
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Cz Cz Cz

Fig. 8. Phase ψ(ξ) as a function of Cz, (left) ξ = 0.1 (z = 0.1H), (middle) ξ = 0.5
(z = 0.5H), (right) ξ = 1 (z = H)

may be simplified in order to derive an analytical expression for the phase shift.
Moreover, the analytical solution under this simplification is in a good agreement
with the numerical solution obtained via FEM. The phase shift is presented as a
function of the vertical coordinate z (depth), Cz and d by Eq. (19). On the other
hand ψ may be calculated by using Eq. (29).
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1. Problem Definition

Three key moments have to be solved for this complex problem proper ap-
proaching: (i) selection of suitable formalism for fast and easy modelling, im-
plementing both experts’ data and cyber incidents statistics on past and future
cyberattacks trends; (ii) model quantification is necessary to be added, achieving
a suitable machine interpretation for discrete optimization; (iii) some probabilistic
elements have also to be considered, in order to achieve realistic models, practi-
cal implementation decision support, benefitting from the “big data” knowledge
context of the task. Practical implementation of these moments will be given
further.

2. Modelling & Results Optimization

The practical modelling for cyber incidents is organized in a simple and flexi-
ble manner, using the “Entity – Relationship” (“E−R”) machine representation,
successfully implemented in I-SCIP-SA environment [1] and being used in numer-
ous cyber threats analysis [2].

The “E − R” representation is simplified in a graph-like form, noting the
mathematical aspects of the current modelling efforts.

An oriented graph model of m nodes (representing the Entities) and n arcs
(noting the Relations between entities in the model) is accomplished.

The arcs in the graph are marked in a quadratic [m × m] incident matrix
A = [ai,j], i = 1 ÷ m, j = 1 ÷ m. The matrix A elements are binary numbers,
regarding the presence (ai,j = 1) or absence (ai,j = 0) of an arc between the
nodes i and j. For each arc ai,j, a weighting coefficient xi,j are assumed.

The resulting classification of the graph nodes is calculated, using a cumulative
approach for input ak,j arcs and their xk,j weights – pk vs output aj,k arcs and
their xj,k weights – qk as follows:

(1) pk =
m
∑

j=1

akj .xkj, qk =
m
∑

j=1

ajk.xjk, k = 1÷m.
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In accordance with the practical necessities of cyber incidents modelling, dif-
ferent Rn classification zones could be defined.

An important moment here is the difficulty, related to reverse arcs’ weights
recalculation. A matching necessity for initial experts’ nodes classification and
new future beliefs trends is expected. These decision support tasks are non-
trivial, producing different optimizational complexities for the multiple objects
predispositioning practical needs.

A useful quadratic approach, with Euclidean L2 norm implementation in the
classification task, is proposed in [3]. As the solutions of the quadratic optimiza-
tion task are not always feasible with positive arcs’ weights values, a further linear
simplification with D1 as Chebyshev (cubic) norm is accomplished.

The distance D1 of the i−th point in 2D space, following (1) the new desired
predisposition (pi, qi) is calculated as:

(2) D1 = max

(
∣

∣

∣

∣

∑

j

ai,j.xi,j − pi

∣

∣

∣

∣

,

∣

∣

∣

∣

∑

j

aj,i.xj,i − qi

∣

∣

∣

∣

)

, i = 1÷m, j = 1÷m.

If we denote this D1 distance with a new variable y, the following inequalities
are obvious:

(3)

∣

∣

∣

∣

∣

∣

∑

j

ai,j.xi,j − pi

∣

∣

∣

∣

∣

∣

≤ y,

(4)

∣

∣

∣

∣

∣

∣

∑

j

aj,i.xj,i − qi

∣

∣

∣

∣

∣

∣

≤ y.

We use the fact that:

(5) |x| ≤ a ⇔ − a ≤ x ≤ a.

Substituting (3) and (4) modular inequalities with a couple of linear ones,
following the idea in (5), we get:

(6) − y ≤
∑

j

ai,j.xi,j − pi ≤ y,

(7) − y ≤
∑

j

aj,i.xj,i − qi ≤ y.

Thus, introducing a new nonnegative variable y, in order to achieve minimal
difference from the desired new nodes cluster positioning, we have to minimize a
new linear objective function Z:

(8) minZ = y,
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under linear constraints:

(9)
∑

j

ai,j.xi,j ≤ pi + y,
∑

j

ai,j.xi,j ≥ pi − y,

(10)
∑

j

aj,i.xj,i ≤ qi + y,
∑

j

aj,i.xj,i ≥ qi − y.

3. Probability Extension

The idea behind this model extension is based on the graph arcs’ existence
forecasting, implementing a probabilistic approach.

For each arc ai,j from the matrix A, the risk r for cyber attack is defined as:

(11) rai,j = hai,j/uai,j , i = 1÷m, j = 1÷m,

where h is the number of harmful requests and u – total number of requests for
the ai,j arc.

What is also important to note here is the implemented probability distribu-
tion, benefitting from the big data knowledge context. As the combination of
statistical observations, concerning past cyber incidents, have to be mixed with
experts’ future beliefs, a suitable approach is the Beta distribution because of its
intuitive and easy implementation [4].

In this case, both the a priori and the a posteriori probabilities are defined
as follows:

(12) rai,j ∼ a priori Beta(α, β),

(13) rai,j ∼ a posteriori Beta((α+ hai,j ), β + (uai,j − hai,j )), α > 0, β > 0.

4. Prototyping

The studied context is outlined, following the trends noted in [5]–[10]. The
“Mobile E-trading”, “Smart Mixed Realities” and “E-government Services” are
selected for further exploration.

Models are created in I-SCIP-SA. The entities number is between five and
seven, assuring a convenient and simple graphical illustration. 3D sensitivity dia-
gram with four sectors (Active, Passive, Critical and Buffering) is used, following
input/output (Influence/Dependence) arcs’ weights cumulative assessment (see
eq. (1)) with additional 3rd vector absolute sensitivity representation [1].

MS Excel 2010 SOLVER is used for the optimization support, due to the
small nodes number and simplified interface [11]. The probabilistic cyber attacks
simulation is organized in Matlab R2011b environment [12].
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Three illustrative models (see Figure 1 – Figure 3) are developed, using
STEMO Ltd. experts’ support, working group discussions and research expe-
rience.

(i) Botnet DDoS attack on E-government services

Fig. 1. E-government botnet DDoS attack system model illustration and resulting 3D
sensitivity diagrams before (a) and after (b) the optimization: Panel I; Probabilistic

a priori (a) and a posteriori (b) selected risk assessments: Panel II
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(ii) Bank system with credit card services compromising usage via mobile de-

vices

Fig. 2. Bank credit card services cyber attack system model illustration and result-
ing 3D sensitivity diagrams before (a) and after (b) the desired optimization: Panel I;

Probabilistic a priori (a) and a posteriori (b) selected risk assessments: Panel II
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(iii) Smart home mixed reality cyber attack

Fig. 3. Smart home mixed reality cyber attack system model illustration and result-
ing 3D sensitivity diagrams before (a) and after (b) the desired optimization: Panel I;

Probabilistic a priori (a) and a posteriori (b) selected risk assessments: Panel II
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5. Discussion

The presented complex approach for cyber intelligence decision support pro-
vides a good starting point for applied research in the era of big data.

The accomplished graph-based generic solution allows interactive analysis and
near real time classification of present and future cyber threats, combining both
experts’ knowledge with available incidents statistics.

Additional results validation is accomplished by implementing probabilistic
attacks trends evaluation, combining initial beliefs with numerical experiments
simulation results.

What is also important to note here is the necessity of network sensors data
integration in the presented validation approach.

This gives a possibility for deeper exploration of new cyber threats and attacks
evolution, benefitting from the system modelling and assessment perspective with
technologies and human factor intelligent support.
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