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PREFACEThis book 
ontains extended abstra
ts (short 
ommuni
ations) of some of the pre-sented papers during the International Conferen
e on "Numeri
al Methods for S
i-enti�
 Computations and Advan
ed Appli
ations" (NMSCAA'14), May 19-22, 2014,Bansko, Bulgaria. The 
onferen
e was organized by the Institute of Information andCommuni
ation Te
hnologies, Bulgarian A
ademy of S
ien
es in 
ooperation withSo
iety for Industrial and Applied Mathemati
s (SIAM) and devoted to the 60thanniversary of Svetozar Margenov.His main �elds of resear
h in
lude: Large-S
ale S
ienti�
 Computing and ParallelAlgorithms; Numeri
al Methods for Partial Di�erential Equations (Finite Di�er-en
e S
hemes and Finite Element Method); Computational Linear Algebra (IterativeMethods and Algorithms, Pre
onditioning, Sparse Matri
es); Large-S
ale Computingof Environmental Problems; Biomedi
al and Engineering Problems; Super
omput-ing appli
ations, et
. Svetozar Margenov re
eive his PhD in 1984 and the degreeof Do
tor of S
ien
e in 2002. From 2003 he was promoted to Full Professor in 2003.Currently, prof. Margenov is Dire
tor of the Institute of Information and Communi
a-tion Te
hnologies of the Bulgarian a
ademy of s
ien
es and Head of the Departmentof S
ienti�
 
omputing in the the same institute. He is an eminent s
ientists anduniversity le
turer. Svetozar Margenov is an author of two monographs and morethan 140 papers published in high ranked international journals and pro
eedings of
onferen
es. He is a member of the Editorial Boards of� Numeri
al Linear Algebra with Appli
ations (NLAA),� S
alable Computing: Pra
ti
e and Experien
e (SCPE),� International Journal of Numeri
al Analysis and Modelling, Series B.During his very su

essful 
arrier he was a s
ienti�
 advisor and mentor of manyPh.D. and MS
 students.The Conferen
e Spe
i�
 topi
s of interest are as follows:� Multis
ale and multiphysi
s problems;� Robust pre
onditioning;� Monte Carlo methods;� Optimization and 
ontrol systems;� S
alable parallel algorithms;� Advan
ed 
omputing for innovations.



The list of plenary invited speakers in
ludes: Peter Arbenz (ETH Zuri
h, CH); OweAxelsson (Institute of Geoni
s, ASCR, CR); Radim Blaheta (Institute of Geoni
s,ASCR, CR); Oleg Iliev (ITWM, Kaiserslautern, Germany); Johannes Kraus (RICAM,Linz, AT); Rayt
ho Lazarov (TA&MU, College Station, USA); Peter Minev (Univer-sity of Alberta, CA); Panayot Vassilevski (LLNL, Livermore, USA); Vladimir Veliov(TU-Vienna, AT and IMI BAS, BG) and Lyudmil Zikatanov (The Pennsylvania StateUniversity, USA).Krassimir GeorgievMay 2014
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Part AExtended abstra
ts1(Short 
ommuni
ations)

1Arranged alphabeti
ally a

ording to the family name of the �rst author.





A Periodi
 Optimal Control Problem in BiologyLaura-Iulia Aniµa, Sebastian Aniµa, Costi
  Moro³anuThe model to be investigated here des
ribes the dynami
s of a population spe
ies:




h′(t) = rh(t)

(
1− h(t)

K

)
+ f(t), t > 0

h(0) = h0,where h(t) is the number of individuals at the moment t, r > 0 is the natural growthrate of this spe
ies, K is the 
arying 
apa
ity of the region, and h0 > 0 is theinitial number of individuals; f(t) represents a 
ertain infusion of population, whi
his time periodi
 (the period is T > 0). A
tually, this model des
ribes for example thedynami
s of the horse 
hestnut leafminer moth and f(t) represents the individualsbrought in the domain by wind, 
ar wheels, et
. and T is one year. Sin
e we wishto diminish this population a
ting in the region (we are not able to a
t everywhere),then a natural problem would be to introdu
e a 
ertain periodi
 
ontrol with period
T (represented in this 
ase by traps) su
h that the 
ost of this 
ontrol to be smalland to get a long-term diminishment of the population. The parti
ularity of the trapis that it a
ts on a 
ertain time interval and that its a
tion diminish exponentially.A
tually, 
onsidering the traps, the problem be
omes






h′(t) = rh(t)

(
1− h(t)

K

)
+ f(t)−




t∫

0

wu(a, t)da



h(t), t > 0

h(0) = h0,

(1)where wu is the solution to




wt(a, t) + wa(a, t) = −αw(a, t), a ∈ (0, T ), t > 0
w(0, t) = u(t), t > 0
w(a, 0) = 0, a ∈ (0, T ).

(2)Here α > 0 and
u ∈ U = {v ∈ L∞(0,∞); 0 ≤ u(t) ≤ L a.e. , v(t+ T ) = v(t) a.e. } .Hen
e, wu satis�es an age stru
tured problem.Assume that
f ∈ L∞(0,+∞), f(t+ T ) = f(t) a.e. t > 0, f(t) > 0 a.e. t > 0.We denote h̃u the solution to (1) 
orresponding to u ∈ U . The �rst thing we shallprove is that

lim
t→+∞

(h̃u(t)− hu(t)) = 0,11



(for any h0 > 0) where hu is the unique positive solution to




h′(t) = rh(t)

(
1− h(t)

K

)
+ f(t)−




t∫

0

wu(a, t)da


 h(t), t > 0

h(t+ T ) = h(t), t ≥ 0.

(3)It means that for any γ > 0:
∫ (n+1)T

nT

[
h̃u(t) + γu(t)

]
dt→

∫ T

0

[hu(t) + γu(t)] dt,as n→ +∞, for any u ∈ U .The optimal 
ontrol problem to be investigated is the following one
(P) Minimize

∫ T

0

[hu(t) + γu(t)]dt,where γ > 0 is a positive 
onstant. It means we are interested to minimize the pestpopulation over one year on long term at a small 
ontrol 
ost. We shall prove thatproblem (P) has at least one optimal 
ontrol u∗.The following Pontryagin prin
iple 
an be derived:Theorem. If u∗ is an optimal 
ontrol for problem (P) and if p is the solution to




p′(t) = −rp(t) +
2rhu∗

K
p(t) +




t∫

0

wu∗

(a, t)da


 p(t)− 1, t > 0

p(t+ T ) = p(t), t ≥ 0,

(4)then
u∗(t) =





0, γ − eαt
T∫
t

p(θ)hu∗

(θ)e−αθdθ > 0

L, γ − eαt
T∫
t

p(θ)hu∗

(θ)e−αθdθ < 0.

(5)Using (3), (4) and (5) we shall derive and a numeri
al algorithm to approximate theoptimal 
ontrol u∗. Numeri
al results will be obtained.We shall extend the investigation to a model 
ontaining di�usion and migration terms.
12
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Energy Aware Performan
e Study for a Class of MCAlgorithmsEmanouil Atanassov, Todor Gurov, and Aneta KaraivanovaPerforman
e per watt is a measure of the energy e�
ien
y of a parti
ular 
omputersystem. It measures the rate of 
omputation that 
an be delivered by a 
omputer forevery watt of power 
onsumed. In this sense, there is an improvement by over a trilliontimes in last 50 years. Development of energy e�
ient algorithms be
omes more andmore important with the growing size of the applied problems that need solutionand the power of modern 
omputer systems. The development of exas
ale systemsmade it 
lear that 
urrent te
hnologies, algorithmi
 pra
ti
es and performan
e metri
sneed signi�
ant improvement. The FLOPS/WATT (F/W) metri
 was introdu
edand su

essfully used as the de fa
to standard in measuring the energy e�
ien
y ofa 
omputing system, see www.green500.org. The s
ienti�
 
ommunity 
ontinues toinvestigate metri
s and approa
hes that address the e�e
tive use of 
omputer systemsin terms of energy e�
ien
y. The importan
e of fault toleran
e in algorithmi
 designhas also been raised due to in
reased probability of hardware failure. Consideringthe signi�
ant probability of error during a run, some authors [1, 2℄ proposed thetime to solution metri
 for algorithm performan
e. Small time to solution meansredu
ed 
han
es of a hardware error happening. On the other hand, fast restartfrom intermediate results will lead to de
reased time to solution. They propose touse f(timetosolution).energy(FTTSE) as the performan
e metri
, where f(.) is anappli
ation-dependent fun
tion of time [1℄.In this work we propose and study a performan
e metri
 that in
ludes not only timeto solution and energy, but also pri
e of equipment, divided over its e�
ient lifetime,with the aim to de�ne a metri
 that optimizes the overall output from the 
omputersystem.In our work we 
on
entrated on use-
ases that we observed during the establishmentof a regional high-performan
e 
omputing infrastru
ture for the South-Eastern Eu-rope, taking into a

ount the spe
i�
 requirements that arise due to the e
onomi
aland so
ial 
onditions in the region. Considering the 
urrent deployments (severalhigh-performan
e 
lusters and two Blue Gene P super
omputers) and extrapolatingthe future deployment plans, we 
on
entrate on the study of heterogeneous high-performan
e 
omputing 
lusters, sin
e the other type of resour
e is extensively stud-ied by IBM resear
h groups (see, e.g., the publi
ation [1℄). Here we point out twoimportant features: (i) the extensive use of 
omputational a

elerators like GPU-
omputing 
ards and Intel Xeon Phi pro
essors; (ii) the rapid evolution of hardwarein HPC 
lusters, whi
h leads to frequent ne
essity to upgrade in order to meet the
hallenges of 
ontemporary resear
h.These points motivate the in
lusion of substantial fa
tor to a

ount for the pur
hasingpri
e of the equipment, so that the individual optimization e�orts at the level of algo-rithms should lead to global optimum in the sense of 
omputational results a
hievedfor a given yearly budget. Our experien
e shows that although the hardware 
an15



Table 1: Test results using GPU devi
es.be operational for longer period, there is an e�
ient lifetime for a 
luster that lastsbetween 3 to 4 years. On the other hand the x86-based HPC 
lusters 
an be upgradedin a more gradual way, presenting the possibility to use savings of energy 
osts forhardware upgrading. We propose to enhan
e the formula in [1℄ in the following way:
F (T ).(E + nCT ),where C is the pri
e of 
ore-hour, ex
luding energy, n is the number of 
ores usedby the algorithm, T is the time to solution and E is the 
ost of energy 
onsumed.The pri
e C should be based mainly on pur
hasing pri
e of the equipment, divided bynumber of 
ores and number of hours in the e�
ient lifetime. Based on the substantialimprovements in the 
omputational power of a

elerators over time we 
an postulatethe e�
ient lifetime to be equal to 4 years, be
ause experien
e shows that after 4years the same 
omputational results 
an be a
hieved by several times less expensiveequipment that also uses mu
h less energy. We point out that 
loud providers o�era

ess to their equipment based on single pri
e-per-
ore number. However, a national
omputational infrastru
ture provider has more �exibility and 
an stimulate the de-velopment of algorithms that minimize the above fun
tion instead. Our formula isnot more di�
ult to 
ompute be
ause the pur
hasing pri
e is readily available.The initial experiments in our study were performed on the heterogeneous 
lusterHPCG in the Grid Computing Centre of the Institute of Information and Commu-ni
ation Te
hnologues, Bulgarian A
ademy of S
ien
es (IICT-BAS) [5℄.This 
luster
ombines CPU-based 
omputing blades with servers with high-end GPU 
omputingdevi
es. Let us remind that GPUs have 
ontinued to in
rease in energy usage, whileCPUs designers have re
ently fo
used on improving performan
e per watt. Highperforman
e GPUs may now be the largest power 
onsumer in a system. Peak per-forman
e of any system is essentially limited by the amount of power it 
an draw andthe amount of heat it 
an dissipate. Consequently, performan
e per watt of a GPUdesign translates dire
tly into peak performan
e of a system that uses that design.Our study is based on the pur
hasing pri
e of our equipment, whi
h lead us to 
onsiderthe 
ost of CPU-
ore hour to be 1.248 e
ents per 1 hour for a CPU 
ore and 11 e
entsper 1 hour for 1 GPU 
ard NVIDIA M2090. The pri
e of energy is taken as 8 e
entsper 1KWh. The energy 
onsumption when using n CPU 
ores or GPU devi
es isdenoted by W0 while Wn means the 
onsumption when using n pro
essing elements.The di�eren
e △Wn = Wn−△W0 is attributed to the 
omputational workload beingrun.The Table 1 shows the energy 
onsumption, 
ost and equipment 
osts for a parti
ular16



Figure 1: Cost per GPU devi
e (e 
ents).
Table 2: Test results using CPU 
ores.Monte Carlo algorithm that uses Metropolis-Hastings sampling in order to �t theparameters of a Heston pro
ess modeling pri
e evolution. The total 
ost is obtainedin e 
ents.We 
an observe from the table and the following graph (Figure 1) how there is anoptimum in energy pri
e when using the highest possible number of 
ards, whilethe optimum in total usage a

ording to our formula E + nCT is a
hieved at lowernumber of GPU devi
es, suggesting that sharing the 
omputational fa
ilities withother 
omputational jobs or �nding other strategy for 
ourse-grain parallelizationshould be performed.Similarly in the 
ase of CPU-based 
omputations we see how the shapes of the 
urvesdes
ribing energy use and total 
ost are di�erent. They both suggest that optimalusage will be a
hieved when one blade node is used. However, when the problem sizebe
omes larger this will not be feasible.In any 
ase the use of the rough metri
s E + nCT favors usage similar to Grid jobs,where a large number of jobs divide the resour
es. When we 
onsider the full metri
s

F (T ).(E + nCT ), the situation is 
hanged dramati
ally, be
ause the fun
tion F (T )that penalizes algorithms that are slow to rea
h a solution heavily favors jobs thatuse the maximum amount of pro
essing elements. In our view more work should bedone to establish a fun
tion F (T ) that leads to more desirable usage patterns insteadof those proposed so far. For example, a power low with exponent between 0 and 1may be more useful. 17



Figure 2: Cost per CPU 
ore (e 
ents).The initial results of our study demonstrate the importan
e of taking into a

ountnot only energy e�
ien
y but also equipment 
ost. It also shows how the optimalalgorithm from point of view of the s
ienti�
 user may be di�erent from the behaviorthat is desirable from point of view of an infrastru
ture operator that attempts tooptimize their OPEX and CAPEX expenses. In the future work more pre
ise mea-surements should be done and the impa
t of mixing of di�erent 
omputational tasksshould be studied.A
knowledgmentsThis work was supported by the National S
ien
e Fund of Bulgaria under GrantDCVP 02/1 CoE SuperCA++ and by the European Commission under FP7 proje
tEGI-InSPIRE (
ontra
t number RI-261323).Referen
es[1℄ C. Be
as, A. Curioni, A new energy aware performan
e metri
, Springer, Com-put. S
i. Res Dev (2010) 25: 187-195, DOI 10.1007/s00450-010-0119-z.[2℄ Bekas C, Curioni A, Fedulova I (November 2009) Low 
ost high performan
eun
ertainty quanti�
ation.Workshop on HPC �nan
e, SC09, Portland, OR, USA.[3℄ Meswani, M., Carrington, L., Unat, D., Peraza, J., Snavely, A., Baden, S., andPoole, S., Modeling and Predi
ting Appli
ation Performan
e on Hardware A
-
elerators, International Journal of High Performan
e Computing (2012).[4℄ J. Demmel, A. Gearhart, B. Lipshitz, O. S
hwartz, Perfe
t Strong S
aling UsingNo Additional Energy. Pro
. of IEEE 27th IPDPS13. IEEE Computer So
iety,2013.[5℄ E. Atanassov, T. Gurov, A. Karaivanova, Capabilities of the HPC 
luster atIICT-BAS, J. Automatika and Informatika, 2/2011, 7-11, ISSN: 0861-756218



Pre
onditioners for Linear and NonlinearPoroelasti
ity ProblemsR. Blaheta, O. Axelsson, M. Hasal, Z. Mi
hale
We shall 
onsider e�
ient pre
onditioners for a hierar
hy of porous media �ow modelsstarting from stationary Dar
y �ow model and 
ontinuing through nonstationaryDar
y �ow model to Ri
hards model with variable saturation. The stationary Dar
y�ow is des
ribed by the equations
∇ · (ρv) + ρQ = 0

v = −ksat

µ (∇p+ ρg∇G) ,where ρ is the �uid density, µ is the �uid vis
osity, v is the Dar
y velo
ity, Q standsfor the �uid sour
e/sink, ksat stands for the permeability, p is the pore pressure, g isthe gravity a

eleration and G is the elevation fun
tion. Note that v = φvf where φis the porosity and vf is the �uid velo
ity.If the quantities p, Q depend on time, and 0 6= ∂(ρφ)
∂t = ∂(ρφ)

∂p
∂p
∂t ∼ ρCstor

∂p
∂t we getnonstationary Dar
y �ow des
ribed by the equations

ρCstor
∂p
∂t +∇ · (ρv) = ρQ

v = −ksat(∇p+ ρg∇G).above, Cstor is the storativity 
oe�
ient.In the 
ase of variable saturation, we add the saturation fun
tion S ∈ 〈0, 1〉 and
onsider 
orrespondingly modi�ed mass 
onservation and velo
ity equations
ρ(Cscap(S) + SCstor)

∂p
∂t +∇ · (ρv) = ρQ

v = −krel(S)ksat

µ (∇p+ ρg∇G).These equations des
ribe variable saturated �ow, if we assume that the pore spa
eis variably saturated by �uid and gas and that the gas pressure remain 
onstant.Assuming also that saturation is through the water retention 
urve a fun
tion ofpressure, S = R(p), the above equations de�ne so 
alled Ri
hards �ow model.All the above models 
an be dis
retized by mixed �nite element method with lowestorder Thomas-Raviart �nite elements. This spa
e dis
retization 
an be 
ombinedwith ba
kward Euler dis
retization in time for the nonsta
ionary Dar
y and Ri
hardsmodel and Pi
ard linearization for the Ri
hards model.For the stationary Dar
y �ow, it leads to the solution of systems in the form
[
M BT

B 0

] [
v

p

]
=

[
f1
f2

]
,where M is a positive de�nite velo
ity mass matrix, B is a full rank matrix repre-senting the divergen
e of velo
ity and BT the pressure gradient. The systems 
an be19



solved by a suitable Krylov spa
e method with a pre
onditioner. In [5℄ we investigatedblo
k type pre
onditioners with a spe
ial emphasis on augumented lagrangian typepre
onditioners in the blo
k diagonal or blo
k triangular form, e.g.
[
M + r−1BTW−1B

rW

]
,where r is a parameter, W is a suitable matrix (
an be also identity).For the nonstationary Dar
y �ow, we have to solve systems in the form

[
M BT

B − 1
△tC

] [
v

p

]k

=

[
f1

f2
k − 1

△tCpk−1

]in ea
h time step k. Here M and B are the same matri
es as before, C is a positivede�nite diagonal mass matrix arising from the time derivative term. The term 1
△tCprovides a regularization, whi
h strength depends on physi
al parameters (storativity)and 
an be employed for the blo
k pre
onditioners of the same type as before.For the Ri
hards equations, we get nonlinear systems in ea
h time step

[
M(p) BT

B − 1
△tC(p)

]k [
v

p

]k

=

[
f1

f2
k − 1

△tC(pk−1)p
k−1

]
.Using the simplest Pi
ard linearization we get the same type of systems as before andtherefore we 
an use the same type of pre
onditioners as above.Moreover the nonstationary Dar
y �ow and Ri
hards �ow models 
an be 
oupled withelasti
ity through a sour
e term

Q = −αχ(p)
∂(trε)

∂tand elasti
ity model with the e�e
tive stress, i.e.
∇ · σ + fm = 0

σ = σ′ − αχ(p)pI

σ′ = C : ε(u)where σ is the total stress, σ′ is the e�e
tive stress, u is the displa
ement, ε(u) isthe small strain tensor, trε is the tra
e of ε, C is the elasti
ity tensor, α is the Biot-Willis 
onstant, χ(p) is the Bishop fun
tion, whi
h is identi
al to identity for thenonsationary Dar
y problem and equal to saturation or a fun
tion of saturation inthe unsaturated 
ase. The arising 
oupled poroelasti
ity models with the �ow partdis
retized as shown above and the me
hani
al part dis
retized by standard linear�nite elements lead to linear systems



A BT
u

M BT

Bu B − 1
△tC





u
v
p




k

=




f1
f2

f2
k − 1

△tCpk−1


20



or, it the 
ase of Ri
hards �ow, to nonlinear systems



A BT

u (p)
M(p) BT

Bu(p) B − 1
△tC(p)




k 


u
v
p




k

=




f1(p)
f2

f2
k − 1

△tC(pk−1)p
k−1



 ,whi
h provide systems of the above type if we apply the Pi
ard linearization. Asit is des
ribed in [3℄, these systems 
an be again solved by blo
k diagonal or blo
ktriangular pre
onditioners with S
hur 
omplements with respe
t to the lower right Cblo
k.Let us mention that the systems of the above type also appear if the ba
kward Eulertime dis
retization is repla
ed by the Radau type higher order dis
retization method,see [2, 4℄.The poroelasti
ity problems with saturated or variably saturated �ow have a lotappli
ations in geos
ien
es and other �elds. As an example we 
an mention modellingthe test of the ro
k mass permeability whi
h was done in the Tournemire undergroundro
k laboratory as a part of SEALEX experiments oriented to assessment of long termperforman
e of bentonite plugs within the 
on
ept of underground deposition of thespent nu
lear fuel, see [6℄.A
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e proje
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Redu
ed Order POD-DEIM Appli
ation of aHaptotaxis Model Des
ribing a Pro
ess of TumorInvasionGabriel Dimitriu, R zvan �tef nes
u, Ionel M. NavonProper Orthogonal De
omposition (POD) is probably the mostly used and most su
-
essful nonlinear model redu
tion te
hnique and relies on the fa
t that the desiredsimulation is well simulated in the input 
olle
tion. The basis fun
tions 
ontain in-formation from the solutions of the dynami
al system at pre-spe
i�ed time-instan
es,so-
alled snapshots. Due to a possible linear dependen
e of the snapshots a singularvalue de
omposition is 
arried out and the leading generalized eigenfun
tions are 
ho-sen as a basis, referred to as the POD basis. A 
onsiderable redu
tion in 
omplexity isobtained by DEIM â�� a dis
rete version of �Empiri
al Interpolation Method� (EIM),introdu
ed by Barrault et al. in [2℄. This method eliminates the POD major disad-vantage where the nonlinear redu
ed terms still have to be evaluated on the originalstate spa
e making the simulation of the redu
ed-order system too expensive.In this study we perform an appli
ation of DEIM 
ombined with POD to provide di-mension redu
tion of a model des
ribing a pro
ess of tumor invasion into surroundinghealthy tissue. The model proposed in [1℄ is de�ned by the 2D system of adve
tion-rea
tion-di�usion equations:
ut +∇ · (χ(v)u∇v) = du∆u− ψ(x, y, w)u + ρ(x, y, w)u,

vt = −α(x, y)hv,

ht = dh∆h+ δ(x, y)u − β(x, y)h,

wt = dw∆w + γ(x, y)v − e(x, y)w − η(x, y, u)w.

(1)The dependent variables in (1) have the following signi�
an
e: u(x, y, t) represents thedensity of tumor 
ells, v(x, y, t) is the density of extra
ellular matrix ma
romole
ules,
h(x, y, t) is the 
on
entration of matrix degradative enzyme, and w(x, y, t) denotes the
on
entration of oxygen. The parameters χ(v), du, ψ(x, y, w), ρ(x, y, w), α(x, y), dh,
δ(x, y), β(x, y), dw, γ(x, y), η(x, y, u), and e(x, y), as well as the initial and boundary
onditions asso
iated to (1) are spe
i�ed in the numeri
al tests. In our numeri
alapproa
h we only 
onsider ρ and η variable parameters (depending on w and u,respe
tively), the other ones being 
onstant parameters.Using the notations u, v, h, w ∈ Rn with n = nxny being the number of mesh points,the system (1) in matrix form after dis
retization of the spa
e variables be
omesu̇(t) = −N1(u(t),v(t)) + duGu(t) + F1(u(t)) +N2(u(t),w(t)),v̇(t) = N3(v(t),h(t)),ḣ(t) = dhGh(t) + F2(u(t),h(t)),ẇ(t) = dwGw(t) + F3(v(t),w(t)) +N4(u(t),w(t)).

(2)23



In (2), F1 : Rn → Rn and N1, N2, N3, N4, F2, F3 : Rn × Rn → Rn areN1(u,v) = χ(u. ∗Gv+Gxu. ∗Gxv+Gyu. ∗Gyv),N2(u,w) = −ρ(w). ∗ u, N3(v,h) = −αh. ∗ v, N4(u,v,w) = −η(u). ∗w,F1(u) = −ψu, F2(u,h) = δu− βh, F3(v,w) = γv− ew.POD-redu
ed system. We 
onsider the following snapshot matri
es for the 
on-stru
tion of POD-redu
ed system: Û = [u1, . . . ,uns ], V̂ = [v1, . . . ,vns ], Ĥ =

[h1, . . . ,hns ], and Ŵ = [w1, . . . ,wns ] ∈ Rn×ns . Here, uj , 
orresponds to the solutionof the FD dis
retized system at time tj and similarly for vj , hj and wj . Let ru =rank(Û), rv = rank(V̂), rh = rank(Ĥ), rw = rank(Ŵ). Let k ≤ min{ru, rv, rh, rw}.The POD basis of dimension k of the snapshots {uj}ns

j=1 is the set of left singularvalues and likewise for the snapshots {vj}ns

j=1, {hj}ns

j=1, {wj}ns

j=1. Hen
e, the PODbasis of the snapshots {uj}ns

j=1 denoted by A 
onsists of the leading k orthonormal
olumns of Â, A = Â(:, 1 : k) ∈ Rn×k whereÛ = ÂΣu(Zu)Tis the SVD of Û with Â ∈ R
n×n, Σu ∈ R

n×ns and Zu ∈ R
ns×ns . The diagonal entriesof Σu are the singular values of Û. Similarly, let B, C, D ∈ Rn×k be matri
es whose
olumns 
orresponding to the POD basis of dimension k of the snapshots {vj}ns

j=1,
{hj}ns

j=1, and {wj}ns

j=1.The POD redu
ed-order system is 
onstru
ted by applying Galerkin proje
tion methodon the equations in (2). In parti
ular, repla
ing the dis
rete state variables by theirtrun
ated POD expansionsu← Aũ, v← Bṽ, h← Ch̃ w← Dw̃with redu
ed variables ũ, ṽ, h̃, w̃ ∈ IRk, and then for
ing the Galerkin orthogonality
ondition of the residuals by pre-multiplying the four equations in (2) by AT , BT ,
CT , and DT , respe
tively, we obtain the following redu
ed-order system

˙̃u(t) = −AT Ñ1(ũ(t), ṽ(t)) + duATGA︸ ︷︷ ︸Gu

ũ(t)

+ATF1(Aũ(t)) +AT Ñ2(ũ(t), w̃(t)),

˙̃v(t) = BT Ñ3(ṽ(t), h̃(t)),

˙̃h(t) = dhCTGC︸ ︷︷ ︸Gh

h̃(t) +CTF2(ũ(t), h̃(t)),

˙̃w(t) = dw DTGD︸ ︷︷ ︸Gw

w̃(t) +DTF3(Bṽ(t),Dw̃(t)) +DT Ñ4(ũ(t), w̃(t)),

(3)
where Ñ1, Ñ2, Ñ3, Ñ4 : Rk × Rk → Rn areÑ1(ũ, ṽ) = χ(ũ. ∗ATGBṽ+ATGxAũ. ∗ATGxBṽ+ATGyAũ. ∗ATGyBṽ)Ñ2(ũ, w̃) = −ρ(w̃). ∗ ũ, Ñ3(ṽ, h̃) = −αh̃. ∗ ṽ, Ñ4(ũ, w̃) = −η(ũ). ∗ w̃,24



Let f : D 7→ Rn be o nonlinear ve
tor-valued fun
tion with D ⊂ Rd, for some positiveinteger d. Let {S}mℓ=1 ⊂ Rn be a linearly independent set, for m = 1, . . . , n. For
τ ∈ D, the DEIM approximation of order m for f(τ) in the spa
e spanned by {S}mℓ=1is given by ([3℄) f̂(τ) := S(PTS)−1PT f(τ),where S = [S1, . . . ,Sm] ∈ Rn×m 
olle
ts the �rst m POD basis modes of nonlinearfun
tion f and P = [e̺1

, . . . , e̺m
] ∈ R

n×m is the DEIM interpolation sele
tion matrix.The DEIM pro
edure employs a greedy te
hnique and iteratively 
onstru
ts a setof indi
es {̺1, . . ., ̺m} using the input basis {Si}mi=1, in su
h a way that, at ea
hiteration, the 
urrent sele
ted index 
aptures the maximum variation of the inputbasis ve
tors (see [2℄, [3℄).POD-DEIM redu
ed system. Let SN1 , SN2 , SN3 , SN4 ∈ Rn×m, m ≤ n be the matri
eswhose 
olumns 
ontaining the POD basis of the nonlinear fun
tions Ñ1, Ñ2, Ñ3, andÑ4 de�ned in (3). These POD bases are used to sele
t the sets of m interpolationindi
es from DEIM algorithm. Let ve
(̺)N1 , ve
(̺)N2 , ve
(̺)N3 , ve
(̺)N4 , be theDEIM interpolation indi
es of the nonlinear fun
tions de�ned in (3). Let PN1
∈ Rn×mbe the matrix whose j-th 
olumn is the ̺N1

j -th 
olumn of the identity matrix, i.e.,it is the ve
tor [0, . . . , 0, 1, 0, . . . , 0]T ∈ Rn, having all zeros entries ex
ept one at theentry ̺N1

j , for j = 1, . . . ,m. De�ne PN2
, PN3

, PN4
∈ Rn×m in a similar way as PN1

.Then the DEIM approximation of the nonlinear fun
tions in (3) is of the form:Ñ1 ≈ SN1(PT
N1
SN1)−1Ñm

1 , Ñ2 ≈ SN2(PT
N2
SN2)−1Ñm

2 ,Ñ3 ≈ SN3(PT
N3
SN3)−1Ñm

3 , Ñ4 ≈ SN4(PT
N4
SN4)−1Ñm

4 ,
(4)and the nonlinear terms for the POD redu
ed system 
an be approximated asAT Ñ1(ũ, ṽ) ≈ ATSN1(SN1ve
(̺))

−1

︸ ︷︷ ︸
E1

Ñm

1 , AT Ñ2(ũ, w̃) ≈ ATSN2(SN2ve
(̺))
−1

︸ ︷︷ ︸
E2

Ñm

2 ,BT Ñ3(ṽ, h̃) ≈ BTSN3(SN3ve
(̺))
−1

︸ ︷︷ ︸
E3

Ñm

3 , DT Ñ4(ũ, w̃) ≈ DTSN4(SN4ve
(̺))
−1

︸ ︷︷ ︸
E4

Ñm

4 ,where the nonlinear fun
tions Ñm

1 , Ñm

2 , Ñm

3 , Ñm

4 : Rk × Rk → Rm are de�ned as:Ñm

1 (ũ, ṽ) = PT
N1
Ñ1(ũ, ṽ), Ñm

2 (ũ, w̃) = PT
N2
Ñ2(ũ, w̃),Ñm

3 (ṽ, h̃) = PT
N3
Ñ3(ṽ, h̃), Ñm

4 (ũ, w̃) = PT
N4
Ñ4(ũ, w̃).

(5)The expli
it form of Ñm

1 (ũ, ṽ) is given by
= χ[(PT

N1
A

︸ ︷︷ ︸
ũ). ∗ (PT

N1
GB

︸ ︷︷ ︸
ṽ) + (PT

N1
GxA︸ ︷︷ ︸

ũ). ∗ (PT
N1
GxB︸ ︷︷ ︸

ṽ)

+ (PT
N1
GyA︸ ︷︷ ︸

ũ). ∗ (PT
N1
GyB︸ ︷︷ ︸

ṽ)]
(6)25



and similarly for Ñm

2 , Ñm

3 , Ñm

4 . We remark that the k-by-m matri
esE1 = ATSN1(SN1ve
(̺))
−1, E2 = ATSN2(SN2ve
(̺))

−1,E3 = BTSN3(SN3ve
(̺))
−1, E4 = DTSN4(SN4ve
(̺))

−1,
an be pre
omputed and reused at ea
h time step. Also, ea
h of the m-by-k 
oef-�
ient matri
es in (6) grouped by the 
urly bra
kets are pre
omputed so that the
omputational 
omplexity of ea
h nonlinear fun
tion is independent of the dimension
n of the original full-order system. Using the 
oe�
ient matri
es in (3) the form ofthe POD-DEIM redu
ed system is
˙̃u(t) = −E1Ñm

1 (ũ(t), ṽ(t)) + duGuũ(t) +ATF1(Aũ(t)) +E2Ñm

2 (ũ(t), w̃(t)),
˙̃v(t) = E3Ñm

3 (ṽ(t), h̃(t)),
˙̃h(t) = dhGhh̃(t) +CTF2(ũ(t), h̃(t)),
˙̃w(t) = dwGww̃(t) +DTF3(Bṽ(t),Dw̃(t)) +E4Ñm

4 (ũ(t), w̃(t)).We show DEIM improves the e�
ien
y of the POD approximation and a
hieves a
omplexity redu
tion of the nonlinear terms. Numeri
al results are presented.Referen
es[1℄ Anderson, A.R.A., A hybrid mathemati
al model of solid tumor invasion: theimportan
e of 
ell adhesion. Math. Med. Biol. IMA J. 22, 163�186 (2005).[2℄ Barrault, M., Maday, Y., Nguyen, N.C., Patera, A.T.: An �empiri
al inter-polation� method: appli
ation to e�
ient redu
ed-basis dis
retization of partialdi�erential equations. C.R. Math. A
ad. S
i. Paris 339, 667�672 (2004).[3℄ Chaturantabut, S., Sorensen, D.C.: Dis
rete Empiri
al Interpolation for Nonlin-ear Model Redu
tion. TR09�05, CAAM, Ri
e University (2009).
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Methods For Flood Hazard Mapping On The TestArea Of SvilengradNina Dobrinkova1 Obje
tivesSMART WATER proje
t idea has its origin from the territorial needs of the VenetoRegion - Provin
e of Padua, in parti
ular after the tragi
 �ood event that has a�e
tedthe area in November 2010. Main problems registered in that o

asion have beenthe la
k of an integrated 
ommuni
ation system between regional and lo
al CivilProte
tion authorities and the la
k of 
oordination between relevant territorial a
tors.Su
h events has o

ured on the territories of Romania, Gree
e and Bulgaria duringthis period too. That is why the Provin
e of Padua have 
onta
ted 
ompetent entitiesin Europe, in order to develop a 
on
rete, easy to use and low 
ost solution forthe territorial needs and built up 
onsortia with Romanian, Bulgarian and Greekrepresentatives who are having test 
ases with �ood events similar to the one ofVeneto Region. This obje
tive has been shared by the entities that de
ided to takepart in the proje
t 
alled SMART WATER, due to similar problems experien
ed intheir test 
ase areas.2 A
tions and means involvedThe SMART WATER proje
t has as main a
tivities the following a
tions:1. Analysis of the existing tools developed at European level for real time fore-
asting of �ood events and of the linked hydrauli
 risk and sele
tion of the bestperforming one.2. Relevant territorial data 
olle
tion, data standardization and shared data bases
reation will be performed on the Italian, Romanian, Bulgarian and Greek testareas.3. Development of a dedi
ated web based appli
ation, a

ess-free at ea
h territoriallevel. The appli
ation will be linked to the shared data bases and the �oodhazard model will be implemented in its modules.4. Training sessions dedi
ated to end-users from regional to lo
al levels will takepla
e at ea
h test 
ase area.5. Networking with relevant territorial a
tors, drafting and signing of Memoran-dum of Understanding to assure 
ontinuous and updated data availability forthe tool will give stakeholders and representative authorities sustainable resultsand future expansion of the SMART WATER tool.27



6. Pilot testing within proje
t area in order to 
alibrate and validate the �oodhazard model will be 
ondu
ted within the test area of Svilengrad, Bulgaria.3 Flood Hazard Methods short des
ription for Svi-lengrad test areaFor Svilengrad test area will be used the free US �ood hazard mapping model HEC-RAS. To set up 
orre
tly our data for the simulation with HEC-RAS model we neededto de�ne whi
h areas along the river will be in
luded. The model requires the input ofgeometri
 data to represent river networks, 
hannel 
ross-se
tion data, and hydrauli
stru
ture data su
h as bridges, 
ulverts, and weirs. The river networks de�ne the
onne
tivity of the river system, whi
h is a 
olle
tion of rea
hes, all oriented down-stream. A rea
h is de�ned in HEC-RAS as starting or ending at jun
tions - lo
ationswhere two or more streams join together or split apart. A river may be 
omposed ofone or more rea
hes with a

ordan
e to the river spe
i�
ations. Channel 
ross-se
tiondata are used in HEC-RAS to 
hara
terize the �ow 
arrying 
apa
ity of the river andadja
ent �oodplain. Cross-se
tion data in
ludes station-elevation data, main 
han-nel bank stations, downstream rea
h lengths, roughness 
oe�
ients, and 
ontra
tionand expansion 
oe�
ients. Station-elevation data represent the ground surfa
e atdesignated lo
ations in a river rea
h. Cross-se
tions are taken perpendi
ular at thedire
tion of �ow both in the main 
hannel and in the overbank areas. Bank stationsseparate the portion of the 
ross-se
tion that is the main 
hannel of the river fromthe adja
ent �oodplain areas termed the left and right overbank areas. Rea
h lengthsare used to de�ne the distan
e between 
ross-se
tions and are used for energy loss
al
ulations in HEC-RAS. Rea
h lengths are 
onsidered for the left overbank, main
hannel, and right overbank areas and indi
ate the path of �ow between 
ross se
tions.Roughness 
oe�
ients are an indi
ation of the relative 
hannel roughness. Channelroughness is 
onsidered for 
al
ulating fri
tional energy loss between 
ross se
tions.Typi
ally, 
hannel roughness is indi
ated by Manning's n-values. Contra
tion andexpansion 
oe�
ients are �ow dependent and 
hara
teristi
 of abrupt 
hanges in �owdire
tion [1, 2℄. An example of a river 
ross-se
tion is given on Figure 1.4 WEB-GIS platform in SMART WATER proje
tThe proje
t Smart Water has te
hni
al spe
i�
ations whi
h are oriented to the 
ivilprote
tion engineers, who 
ould apply �eld response for the population in risk byhaving webGIS tool that 
ould support their de
ision making in 
ases of large �oodevents. The test areas are river se
tions de�ned for ea
h proje
t partner and theBulgarian region is on the territory of muni
ipality Svilengrad. The end user needsfor the test 
ases 
over the following types of information for the river monitoring:� Distan
e from water level to river bank side� Flooding areas 28



Figure 1: Example of 
ross-se
tion in the test area.� Speed and dire
tion of the water� Water blades� A series of maps of prede�ned and variable �ood s
enarios, with greater fre-quen
y for the sele
ted test 
ase area provided in an information layer (i.e.raster images) 
orresponding to the information required by the 
ivil prote
tionunits, where the reliability of fore
asts is the main fo
us.� A set of data in the form of graphs, tables, or �les for download will be alsoavailable for the identi�ed 
riti
al levels.� For ea
h simulation and for ea
h point, the maximum water height indepen-dently from the moment, when it is rea
hed, will display immediate worst s
e-nario situation possible from the given initial 
onditions.The standard WMS interfa
e will be applied for displaying the hydrologi
al modeloutputs on the webGIS platform. The maps in raster format like JPEG or PNG willgive opportunity for pun
tual queries for the users. The identi�
ation of the strategi
lo
ations and data supply will have geomorphologi
 and hydrodynami
 sets, wherewill be in
luded DEM (Digital Elevation Model) for the 
at
hment basin, ortophotoimages for better justi�
ation of land use, meteorologi
al data for pre
ipitations andadditional 
limati
 
onditions.On Figure 2 is given the stru
ture of the information�ow that the webGIS platform will have.5 Con
lusionsIn
reased information and awareness of 
itizenship thanks to widely used, innovativeand low 
ost 
ommuni
ation methods like (Internet/Intranet Networks, GSM/WAP/GPRS mobile) give SMART WATER proje
t vast options for fast and easy imple-mentation on lo
al, regional and national levels.29



Figure 2: Information �ow as it will be implemented in the webGIS tool that will bethe result of Smart Water proje
t.6 A
knowledgementsThis paper is supported by proje
t Simple Management of Risk Through aWeb A
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Wind Model in a Wild Fire SpreadStefka Fidanova and Pen
ho Marinov1 Introdu
tionThe wild �res are a big problem for a 
ountries with dry 
limate. Every year a bigregions of forest are burn. The problem is very serious in South Europe, USA andAustralia. This part of the world be
omes dryer, be
ause of the 
limate 
hange andthe number of wild �res and damages in
rease. A wild �re spread model 
an haveseveral appli
ations. The prevision of the �re front 
an help �remen to optimize theirwork. Possible s
enarios 
an be played and train the �remen. The model 
an showthe dangerous pla
es for appearan
e of wild �re. Existing models are not satisfa
torybe
ause they are very 
ompli
ate and slow to be used in real situation [4, 5℄. Most ofthem are used only for training.In our work we apply game method for modeling with hexagonal 
ells to model wild�re spread. We in
lude wind in�uen
e and the 
hange of the form and spread of the�re front.2 Game MethodThe Game Method for Modeling (GMM) is applied of modeling di�erent pro
essesas biologi
al pro
esses, forest dynami
, natural pro
esses et
. The idea of the GMM
omes from Conway's Game of Life [3℄. First the GMM is proposed by Atanassov [1℄.It is a kind of 
ellular automate. In its �rst variant the GMM uses two-dimensional�nite grid of squares. Every 
ell (square) has his own initial state, whi
h forms theinitial 
on�guration of the hall area (grid). There is a set of rules whi
h des
ribes the
hange of the state of the 
ell a

ording their previous state and a

ording the state ofthe 
loser 
ells. The pro
ess is iterative, divided on time steps. The �nal state of a 
ellis a result of modi�
ations whi
h o

urred during the 
ertain number of appli
ationof the rules. The �nal 
on�guration is the set of the �nal states of hall 
ells. Thesingle appli
ation of the rules over a given 
on�guration is 
alled elementary step.The pro
ess stops after some prede�ned 
onditions, for example obtaining prede�ned
on�guration or exe
ution of �xed number of steps.In our previous work we use square 
ells for wild �re modeling [2℄. In this work weapply GMM with hexagonal 
ells. The wild �re spread is 
ir
le when there is nota wind. The hexagon is 
lose to the 
ir
le. Other reason is that in hexagonal meshthere is only one kind of neighbors and all neighbor 
ells have side 
onta
ts. In asquare variant there are two kind of neighbor 
ells, with side 
onta
ts and with 
orner
onta
ts. 31



3 Wind ModelingIn our wild �re model, 
onsidered area is represented by hexagonal 
ells. The problemis very di�
ult, therefore we 
ompli
ate the model step by step. In this work wein
lude modeling of the wind wile the area is �at. The parameters of our wild �remodel are: burning time of the 
ell, time to start to burn, for
e of the wind, dire
tionof the wind. The model is prepared for �xed humidity and air temperature. Wesuppose existing of pre-pro
essing and re
al
ulation of the parameters, before thestart of the modeling. The burning time (burning duration) shows how many timesteps are needed, the material inside the 
ell to be totally burned. The time to startto burn is related with ignition speed if one neighbor 
ell burns. If the material in the
ell is unburned, than the burning duration and the speed for ignition are equal to 0.The rules of our �re model are: The modeling starts from the initial state of thearea where one ore more 
ells are burning; Every time step the burning duration ofburning 
ells de
rease with 1 till it be
omes 0 (totally burned); If a 
ell is burning,the speed of ignition of 
loser 
ells are 
hanged, depending of the for
e and dire
tionof the wind; When the speed of ignition be
omes 0 the 
ell start to burn; The pro
ess
ontinues until no other 
hange of the parameters is possible or the number of theapplied time steps is equal to the prede�ned time steps.Advantage of our model is that it 
an start from any stage of the area, whi
h is arealisti
 
ase, be
ause the forest �res are dis
ern after some a

eleration. We supposethat the initial model parameters are �xed. We use average wind. The wind isrepresented by ve
tor. Every 
ell 
an have its own wind ve
tor. If some 
ell isburning the spread of the heat depends of the proje
tion of the wind ve
tor on thedire
tions of other 
ells and inversely of the square of the distan
e of a 
ell to theburning 
ell. If the for
e of the wind is 0, there is not a wind, the burning 
ell hasin�uen
e only on dire
t neighbors. In this 
ase the ignition time of neighbor 
ellsde
rease with 1 every time step till it be
omes 0. In the 
ase with wind the ignitiontime of the a�e
ted 
ells de
rease with number from the interval [0, 1]. We 
an haveseveral s
enarios. When the for
e of the wind is big and the ignition time is small,than the �re front spread on the wind dire
tion and there are not or there is verysmall �re spread in the opposite dire
tion. When for
e of the wind is small and theignition time is big, than the �re front spread on the dire
tion opposite to the winddire
tion, but with mu
h less speed.On Figure 1 is shown wind e�e
t on the wild �re spread when the burning material isthe same in all 
ells. The for
e of the wind shown on Figure 1b and Figure 1d is twotimes higher than this on the Figure 1a and Figure 1
. On the all �gures is shownthe �re front after 17 time steps. The �re is started from the bla
k 
ell. We observethat on the Figure 1b and Figure 1d the distan
e between the �re start and the frontto the wind dire
tion is longer than on Figure 1a and Figure 1
. Other observationis that the distan
e from the �re start and the front on the dire
tion opposed to thewind dire
tion is shorter.We tested wind with various dire
tions and for
es. We verify if the form of the �refront is the same with same wind for
e and di�erent dire
tions, when the all 
ells have32



Area 100x100 hex wind (1.5; 45.)   Step 017/100 Area 100x100 hex wind (3.0; 45.)   Step 017/100

(a) (b)
Area 100x100 hex wind (1.5; 90.)   Step 017/100 Area 100x100 hex wind (3.0; 90.)   Step 017/100

(
) (d)Figure 1: Wind e�e
t with: (a) light wind with dire
tion 45 degrees; (b) hight windwith dire
tion 45 degrees; (
) light wind with dire
tion 90 degrees; (d) hight windwith dire
tion 90 degrees
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same burning time and ignition time. On Figure 1
 the wind for
e is the same as onFigure 1a only the dire
tion is di�erent. The same is on Figure 1b and Figure 1d. Weobserve that the a
hieved by our model front of the �re is almost similar when thefor
e of the wind is the same.4 Con
lusionOn this paper we apply GMM on wild �re modeling. In our model we take in toa

ount the presen
e of the wind and it in�uen
e on 
loser 
ells. We run various testsand verify that the �re spread looks realisti
.A
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Computer Simulations of the Atmospheri
Composition Climate of Bulgaria - Some Basi
ResultsGeorgi Gadzhev, Kostadin Ganev, Maria Prodanova,Dimiter Syrakov, Nikolai Miloshev1 Introdu
tionRe
ently extensive studies for long enough simulation periods and good resolution ofthe atmospheri
 
omposition status in Bulgaria have been 
arried out using up-to-datemodeling tools and detailed and reliable input data [1, 2, 3, 4℄.The simulations aimed at 
onstru
ting of ensemble, 
omprehensive enough as to pro-vide statisti
ally reliable assessment of the atmospheri
 
omposition 
limate of Bul-garia - typi
al and extreme features of the spe
ial/temporal behavior, annual meansand seasonal variations, et
.The present paper, in whi
h a brief review of the studies, will fo
us on some important
hara
teristi
s of the atmospheri
 
omposition 
limate of Bulgaria2 Modeling tools and input dataAll the simulations are based on the US EPA Model-3 system [5℄The large s
ale(ba
kground) meteorologi
al data used by the study is the NCEP Global AnalysisData with 1x1 degree resolution. The MM5 and CMAQ nesting 
apabilities are usedto downs
ale the problem to a 3 km horizontal resolution for the innermost domain(Bulgaria).The TNO high resolution emission inventory [6℄ is exploited. A detailed des
riptionof the emission modeling is given in [4℄3 Some illustrationsAs already explained, the 8-year simulated �elds ensemble is large enough to allowstatisti
al treatment. In parti
ular the probability density fun
tions for ea
h of theatmospheri
 
ompounds 
an be 
al
ulated, with the respe
tive seasonal and diurnalvariations, for ea
h of the points of the simulation grid or averaged over the territory ofthe 
ountry. Knowing the probability fun
tion we know everything about the 
limateof the di�erent 
ompound 
on
entrations (see Figure 1).Another important 
hara
teristi
 of the atmospheri
 
omposition 
limate of the 
oun-try is the 
ontribution of the emission of di�erent 
ategories to the overall atmospheri

omposition pattern (see Figure 2). 35



Figure 1: Annually mean diurnal variations of the averaged for the 
ountry NO2,SO2, O3 and �ne PM surfa
e 
on
entrations [ug/m3℄: 
urves of mean, maximal andminimal values as well as 
urves show the imaginary 
on
entrations for whi
h theprobability of the simulated ones to be smaller is respe
tively 0.25, 0.75, 0.1 and 0.9.4 Some basi
 fa
ts about the atmospheri
 
omposi-tion 
limate of BulgariaSome of the major �ndings about the atmospheri
 
omposition 
limate of Bulgariaare as follows:� the behavior of the surfa
e 
on
entrations, averaged over the ensemble annually,or for the four seasons and over the territory of the 
ountry is reasonable anddemonstrates e�e
ts whi
h for most of the 
ompounds 
an be explained froma point of view of the generally a

epted s
hemes of dynami
 in�uen
es (inparti
ular the role of turbulent transport and its dependen
e on atmospheri
stability) and/or 
hemi
al transformations;� the SNAP 1 
ontribution to the surfa
e SO2 
on
entrations is smaller than oneshould expe
t, having in mind that the 'Maritza' power plants are among thebiggest sulfur sour
es in Europe. Probably, a signi�
ant amount of SO2 fromthese sour
es be
omes a subje
t of larger s
ale transport and so is moved outsidethe 
ountry; 36



Figure 2: Annually mean diurnal variations of the averaged for the 
ountry 
ontri-bution [%℄ of di�erent emission 
ategories on NO2, SO2, O3 and �ne PM surfa
e
on
entrations.� the 
ontribution of biogeni
 emissions to surfa
e ozone in the 
ountry is rel-atively small. This indi
ates that lo
al O3 produ
tion rate is limited by theavailability of NOx 
on
entration, a regime whi
h is 
alled NOx-limited. Ob-viously from a point of view of atmospheri
 
omposition 
limate the BalkanPeninsula and Bulgaria are predominantly 'rural' environment whi
h explainsthe ozone photo
hemistry spe
i�
s in the region.;� the 
ontribution of the emission from 
ategories 1 and 7, whi
h are the majorsour
es of the other ozone pre
ursor - nitrogen oxides, is also small. This, on
eagain is an indire
t indi
ator, that the surfa
e ozone in Bulgaria is to a smallextend due to domesti
 sour
es, but is mostly imported;� the results produ
ed by the CMAQ - Integrated Pro
ess Rate Analysi s- demon-strate the very 
omplex behavior and intera
tion of the di�erent pro
esses. Theanalysis of the behavior of di�erent pro
esses does not give simple answer of thequestion how the air pollution in a given point or region is formed.37
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Air Quality Index Evaluations for BulgariaIvelina Georgieva1 Introdu
tionIn 
ommuni
ation with the general publi
 providing information on the a
tual airquality is not meaningful to present 
on
entration values unless the 
on
entrations arerelated to the e�e
t levels. Frequently this is done by 
onverting the 
on
entration intoa dimensionless s
ale whi
h is also asso
iated with an intuitive 
olor 
ode (from greento red) and a linguisti
 des
ription (e.g. from very good to very poor). Commonly thereferen
e levels used in the 
onversion are based on health-prote
tion related limit,target or guideline values set by the EU, at national or lo
al level or by the WHO.For des
ribing the ambient pollutant mix, an overall air quality index (AQI) is 
on-stru
ted. In 
al
ulating su
h an overall AQI, �rstly for ea
h individual pollutant asub-index is 
al
ulated. The overall index is set to the highest value of ea
h of thepollutant 
onsidered.The AQI has be
ome part of the information routinely provided to the publi
. TheAQI makes it possible to des
ribe the air quality in a simple, understandable way.2 Computer simulated atmospheri
 
ompositionRe
ently extensive studies for long enough simulation periods and good resolution ofthe atmospheri
 
omposition status in Bulgaria have been 
arried out using up-to-datemodeling tools and detailed and reliable input data [1, 2, 3, 4, 5, 6, 7, 8, 9℄.The simulations aimed at 
onstru
ting of ensemble, 
omprehensive enough as to pro-vide statisti
ally reliable assessment of the atmospheri
 
omposition 
limate of Bul-garia - typi
al and extreme features of the spe
ial/temporal behavior, annual meansand seasonal variations, et
.3 Some AQI examplesUtilization of the ensemble for studying the AQI 
limate in Bulgaria is the goal of thepresent work.The AQI, 
al
ulated in the frame of Bulgarian Chemi
al Weather Fore
ast System[10, 11℄, ver.3, whi
h follows the UK Air Quality Index [12℄ is used in the presentwork as well. Due to the limited volume of the present abstra
t only few examples,illustrating the AQI 
limate in Bulgaria will be demonstrated.Figure 1, for example, demonstrates the seasonal and diurnal variation of the re
ur-ren
e of di�erent AQI 
ategories, averaged for the territory of Bulgaria. As it 
anbe seen AQI2 and 3 are with highest re
urren
e, while all other AQI are mu
h less39



Figure 1: Diurnal and seasonal variations of the averaged over Bulgaria re
urren
e[%℄ of the di�erent AQI.

Figure 2: Diurnal variations of the annually averaged re
urren
e [%℄ of the di�erentAQI for di�erent points 40



probable. Ex
eptions 
an be seen at noon for spring and summer, when probabilityof AQI4 be
omes higher than the one for AQI2.The AQI probabilities have not only seasonal and diurnal, but also spatial variability.Figure 2 demonstrates the annual AQI re
urren
e for di�erent points. As 
an be seenAQI2 and 3 have highest impa
t, while all others AQI are with negligible impa
t.AQI4 probability has lo
al maximum at midday for So�a, Rojen and Stara Zagora.The general 
on
lusion that 
an be made is that the air quality status of Bulgaria israther good (evaluated with a spatial resolution of 3km) - the re
urren
e of high AQIvalues is 
lose to zero. It should be also noted that the dominant pollutant - the onethat determines the AQI value is mostly the surfa
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Statisti
al Estimation of Brown Bears Population inRhodope MountainsTodor Gurov, Emanouil Atanassov, Aneta Karaivanova,Ruslan Serbezov, and Nikolai SpassovThe brown bear (Ursus ar
tos) is the most widespread bear in the world. It 
anbe found a
ross Europe, Asia and North Ameri
a in habitats ranging from foreststo dry deserts and tundra. One of the best bear habitats in Europe are lo
ated inBulgaria. They are situated in the mountains of Rhodopa, Stara planina, Rila, Pirin,Vitosha. Until 1992 the bear had been a game target. By Order 1023 dated 31.12.1992of the Ministry of Environment and Water (MoEW)the spe
ies has been de
laredprote
ted, in 
omplian
e with the Nature prote
tion a
t. This status has been keptalso after the Biodiversity a
t was passed in 2002. The Habitat dire
tive requires stri
tprote
tion of the spe
ies and de
laration of spe
ial prote
ted areas for 
onservation ofits habitats [5℄. The main habitats of the bear in Bulgaria are in
luded in the e
ologi
alnetwork NATURA 2000 [6℄. For the purposes of prote
tion of the habitats and themanagement of the network NATURA 2000 a mapping and determination of theirenvironmental status was 
arried out in the frame of proje
t under the EU operationalprogrammes environment. The a
quired information are used for elaboration of plansfor management of the prote
ted areas and the populations of the spe
ies as well as forregulation of the investment proje
ts therein. That is why it is important to estimatehabitat use and population dynami
s of brown bears in the 
ountry. In this work westudy the population of brown bears in Rhodopa Mountains, using data re
eived fromthe monitoring that was 
arried out in Autumn 2011. Re
ommendations regardingthe obtained estimators and the ne
essary sample sizes are presented, as well as someways to improve data 
olle
tion during future monitoring.1 Evaluation of the population size of the brown bearIn this study, we use the transe
t method and statisti
al appro
hes [1, 3, 4℄ to estimatepopulation size of the brown bear. The transe
t method is based of 
olle
tion of tra
esof brown bear on prede�ned set of routes (transe
ts) and analysis to determine theunique tra
es. It is a popular and 
heap method for monitoring the bear population.The numeri
al analysis of brown bear population is made using statisti
al methods,by using the data 
olle
ted on size of front/rear paw of bears obtained during theNational Monitoring (26-27 O
tober 2011 ) in the Western Rhodopes, the territory ofPazardzhik region and parts of the Plovdiv region. These data, together with data fornutritional importan
e of forest types, enable us to evaluate the numeri
al populationthroughout Western area of Rhodope mountains where there are large areas with apermanent presen
e of the spe
ies.The number of transe
ts used during the National Monitoring was 48 
overing 14forest administrative units, see Table 1. For determining the unique tra
es of brown43



Table 3: Distribution of the bear's tra
es on the forestry areas and on the transe
ts.
Table 4: Number of unique tra
es by using di�erent 
on�den
e interval.bears the main quantitative indi
ator was the width of the front paw of the bear,while the width of the rear paw of the bear was used as a se
ondary indi
ator.The Table 4 shows results for mean value and standard diviation of the non-grouppeddata, presented in Table 3The GPS data was used to perform 
lassi�
ation based on a statisti
al method (Ma-halanobis distan
e - D2) [2℄.For this purpose, 412 GPS lo
ations of brown bears are used (tra
es marked trees,burrows, observations, geneti
 samples 
olle
ted from sites in the hair bear habitat,ex
rement, et
.).Based on this data, we performed statisti
al extrapolation, taking into a

ount thesuitability of di�erent types of woodland, namely 4 groups of woodland were 
onsid-ered:

Table 5: 4 �t areas bear habitats in square kilometres (km2), grouped by regions ofthe Rhodope mountain. 44



Table 6: Results for population size of the brown bear in Rhodope mounting.� other land 
over (like bla
kberries, shrubs, forest herbs - mean value of D2 -11.4;� 
oniferous forest - mean value of D2 - 6.8;� mixed forests - mean value of D2 - 3.6;� de
iduous forest - mean value of D2 - 5.56.The distribution of forest area per woodland type is shown in Table 5. The �nal re-sults, whi
h o�er an estimate of the brown population in the whole Rhodopi mountain,are shown in Table 6.Based on the estimated statisti
al error of about 8%, the population size should bebetween 137 and 143.2 Con
lusionData from national monitoring the size of bear paws 
an be used to determine height,age and sex of bears. It is a task, the results of whi
h will be presented in a laterpubli
ation. When 
olle
ting data during national monitoring, several sour
es ofsubje
tive errors were observed, namely: (i) availability of feeders on some of theroutes leading to 
orrelation of the results and in
rease the error in the 
al
ulations.(ii) uneven number of routes in the forestry areas (administrative unit or forest farm).In some forest farms there were large number of routes, while others need to besupplemented with new routes. It is re
ommended that the average number of routesper farm depend on the size of the areas that are �t for habitat. (iii) a

ura
y of tra
edetermination - wrong determination of front/rear paws.To improve the mathemati
al model to assess the brown bear population need for aNational Monitoring ea
h fall , usually in the middle or end of O
tober. Provisionis also generating simulation data using high performan
e 
omputing systems withthe main obje
tive to improve the model. The introdu
tion of the prin
iple of re-peatability for the transe
ts will allow to 
ompare the data with those from previousmonitoring and observe the tenden
ies. It is important to 
olle
t information aboutthe type of forest where ea
h tra
e was found. The a

umulation of data from several45



national monitorings will allow to assess the development trend of the population - ifwe have a sustained in
rease or de
rease.3 Future workBased on the developed methodology, an estimate for population size in the whole
ountry 
an be obtained when more data is available. In addition to that an estimatethe trend of growth for the brown bear population in the 
ountry shall be obtained,when data from 
onse
utive and 
onsistent monitorings 
an be used. Our ambitionis to 
reate a program produ
t for solving the above problems.A
knowledgmentThis work was supported by the National S
ien
e Fund of Bulgaria under GrantDCVP 02/1 CoE SuperCA++ and by PUDOOS under the Contra
t No 9190.Referen
es[1℄ Kalos, M.A., Whitlo
k, P.A., Monte Carlo Methods, Wiley Inters
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hols J.D., and Boulinior Th., Monitoring of biologi
al diversityin spa
e and time, J. TRENDS in E
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k surveys to dete
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iety Bulletin 1996, 24 (3); 540-546.[5℄ Red Data Book of The Republi
 Bulgaria, Vol. 2 - Animals,http://e-e
odb.bas.bg/rdb/en/, So�a, 2011.[6℄ Natura2000, http://natura2000.moew.government.bg/
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Stru
ture Analysis of HLA Complexes in thePresen
e of Co-Re
eptorsNevena Ilieva, Damyan Gran
harov, Pei
ho Petkov,Mi
hael Kenn, Reiner Ribari
s, and Wolfgang S
hreinerThe major histo
ompatibility 
omplex (MHC) mole
ule and the T 
ell antigenre
eptor (TCR) are the primary 
omponents of the immunologi
al synapse whi
hrealises the 
ell-
ell intera
tions of the adaptive immune response. MHC mole
ules(in humans also 
alled human leuko
yte antigen � HLA) are highly polymorphi
proteins whi
h bind protein fragments (epitops) and present them on the 
ell surfa
e.TCR is responsible for the antigen re
ognition and su

eeding signal transmission intothe 
ell interior. The binding of the antigen within the MHC is not 
ovalent, also itsintera
tion with the TCR is of relatively low a�nity, so there are many fa
tors whi
h
an in�uen
e the stability of the immunologi
al synapse.Mole
ular dynami
s (MD) is a powerful method for modelling and investigation of thestru
ture and behaviour of biomole
ules, whi
h provides an insight into dynami
s ofthe pro
esses they undergo and is a valuable 
ompletion to the experimental studies.In a previous work, we have 
riti
ally investigated the reliability of the RMSD-basedMD analysis [1℄ and have emphasized the importan
e of identifying semi-rigid do-mains in the biomole
ules [2℄ on the example of LC13 TCR/ABCD3/HLA-B*44:05,whi
h has been 
rystallized by Ma
Donald et al [3℄. In the present paper, we extendthe investigated system by in
luding also the CD8 
o-re
eptor, whi
h is believed tointervene in the dynami
s of the whole pro
ess [4℄. However, the spe
i�
 me
hanismsbehind this in�uen
e are still not 
lari�ed, not least be
ause of limited experimentaldata (some re
ent work is 
ontained in [5, 6℄).As there is no stru
ture available for this extended 
omplex, we engineered it from thePDB entries 3KPS (LC13 TCR in 
omplex with HLA B*4405 bound to EEYLQAFTY� a self peptide from the ABCD3 protein, [3℄) and 1AKJ (a 
omplex between humanCD8αα, HLA-A*0201 and a HIV reverse trans
riptase epitope). The alignment wasbased on a 
onta
t map between CD8 and MHC mole
ules, in
luding the 
lose-
onta
tC-α atoms of MHC, with a 
uto� of 1.5nm.The two 
omplexes (with and without CD8 
o-re
eptors) were subje
ted to 200nsGROMACS 4.0.7 simulations at 310K, with the GROMOS96 53a6 for
e �eld, timestep of 5fs (after removing the hydrogen motions), v-res
ale temperature 
ouplingwith a time 
onstant of 0.1ps and Berendsen pressure 
oupling with a time 
onstantof 0.5ps. Both Van-der-Waals and Coulomb intera
tions were 
omputed with 1.4nm
uto�, and for the long-range ele
trostati
s PME method with standard parameterswas applied.Based on an extensive analysis, en
ompasssing RMSD distributions for fun
tionally
riti
al parts of the investigated 
omplexes, su
h as the binding groove of the MHCmole
ule, its α3 domain and the TCR, interfa
e surfa
e area between α3 domain of47



MHC and the CD8, hydrogen-bond dynami
s and relative distan
es between MHCand TCR, 
on
lusions may be drawn about the stabilizing role of the CD8 
o-re
eptoron the whole 
omplex. The in�uen
e of the CD8 presen
e on the semi-rigid domainformation is to be kept in mind as well. The present analysis may also be envisagedas a proof-of-
on
ept for the engineering proto
ol, to be used in forth
oming sudies ofthe allore
ognition patterns in 
omplexes with point mutations of the MHC mole
ule.AknowledgementsThe MD traje
tories used in the present work were generated on the IBM-BlueGene/P
omputer fa
ility at Bulgarian National Centre for Super
omputing Appli
ations(NCSA). The work was supported in part by BSF and OeAD under Grants DCVP02/1/2009, DNTS-A 01-2/2013 and WTA-BG 06/2013.Referen
es[1℄ W. S
hreiner, R. Kar
h, B. Knapp, and N. Ilieva, Relaxation Estimation ofRMSD in Mole
ular Dynami
s Immunosimulations. Comp. and Math. Meth.in Med., Vol. 2012; doi: 10.1155/2012/173521.[2℄ M. Kenn, R. Ribari
s, N. Ilieva, W. S
hreiner, Finding Semi-Rigid Domains inBiomole
ules by Clustering Pair-Distan
e Variations.BioMed Res. Int. (Comp.and Bioinf. Te
hn. for Immunology) (to appear)[3℄ W.A. Ma
donald et al., T Cell Allore
ognition via Mole
ular Mimi
ry. Immunity31: 897�908 (2009).[4℄ Y. Li, Y. Yin, and R.A. Mariuzza, Stru
tural and biophysi
al insight into the roleof CD4 and CD8 in T 
ell a
tivation. Review arti
le. Frontiers in Immmunology,Vol. 4 (July 2013); doi: 103389/�mmu.2013.00206[5℄ Y. Shi, J. Qi, A. Iwamoto, G. Gao, Plasti
ity of human CD8αα binding topeptide�HLA-A*2402. Mol. Immunology 48 (2011) 2198�2202.[6℄ J. Borger, R. Zamoyska, D. Gakamsky, Proximity of TCR and its CD8 
ore
eptor
ontrols sensitivity of T 
ells. Immun. Lett. 157 (2014) 16�22.
48



Stru
tured Low-Rank Approximation byFa
torizationMariya Ishteva, Konstantin Usevi
h, Ivan MarkovskyWe 
onsider the problem of approximating an a�nely stru
tured matrix, for examplea Hankel matrix, by a low-rank matrix with the same stru
ture. This problem o

ursin system identi�
ation, signal pro
essing and 
omputer algebra, among others. We
onsider a fa
torization approa
h and enfor
e the stru
ture on the approximation byintrodu
ing a penalty term in the obje
tive fun
tion. The proposed lo
al optimizationalgorithm is able to solve the weighted stru
tured low-rank approximation problem,as well as to deal with the 
ases of missing or �xed elements.1 Introdu
tionLow-rank approximations are widely used in data mining, ma
hine learning and signalpro
essing as a tool for dimensionality redu
tion and fa
tor analysis. In system iden-ti�
ation, signal pro
essing and 
omputer algebra, the matri
es are often stru
tured,e.g., (blo
k) Hankel, (blo
k) Toeplitz, Sylvester, or banded matri
es with �xed band-width. The goal of stru
tured low-rank approximation is to preserve the given stru
-ture while obtaining a low-rank approximation. Although ea
h of the �
onstraints�
an easily be handled separately, imposing both low-rank and �xed stru
ture on theapproximation is nontrivial.To deal with the rank 
onstraint, we 
onsider a matrix fa
torization approa
h, i.e.,given a stru
tured matrix D ∈ R
m×n and a number r su
h that r ≪ m,n, �nd twofa
tors P ∈ Rm×r and L ∈ Rr×n, su
h that

D ≈ PL and PL is a stru
tured matrix.The stru
ture will be enfor
ed by introdu
ing a penalty term in the obje
tive fun
tion.2 Problem formulationA�ne stru
tures 
an be de�ned as
S(p) = S0 +

np∑

k=1

Skpk,where S0, S1, . . . , Snp
∈ Rm×n, p ∈ Rnp and np ∈ N is the (minimal) number ofparameters. Let ve
(X) denote the ve
torized matrix X and let

S =
[ve
(S1) · · · ve
(Snp

)
]
∈ R

mn×np .49



Sin
e np is minimal, S has full 
olumn rank. For simpli
ity, we assume that theelements of S are only 0 and 1, and there is at most one nonzero in ea
h row (non-overlap a
ross Sk), i.e., every element of the stru
tured matrix 
orresponds to onlyone element of p.2.1 Orthogonal proje
tion on image(S)It 
an be shown that the orthogonal proje
tion of a matrix X on image(S) is givenby
PS(X) := S(S† ve
 (X)), where S† := (S⊤ S)−1S⊤. (1)The e�e
t of applying the pseudo-inverse S† on a ve
torized matrix X is produ
ing a

pX stru
ture ve
tor by averaging elements 
orresponding to the same Sk. Note thatapplying S† on a (ve
torized) stru
tured matrix extra
ts its stru
ture ve
tor, sin
e
S† S p = p. Finally, ve
(PS(X)) = ve
(S0) + ΠS ve
(X), (2)where ΠS = SS† = S(S⊤ S)−1S⊤ is the orthogonal proje
tor on the image of S.2.2 Optimization problemWe solve a series of related simpler subproblems, the solution of ea
h subsequentproblem being for
ed 
loser to the feasible region of the main problem. One of therequirements (low-rank or stru
ture) will always be imposed, while the other one willbe satis�ed only upon 
onvergen
e. We have the following two 
hoi
es (see Figure 1):

→ low-rank 
onstraint
→ stru
ture 
onstraint

PL in (3):
→ low-rank X

→ penalized stru
ture deviation PS(PL) in (4), (6):
→ penalized low-rank deviation
→ stru
ture XFigure 1: Optimization problems� Penalize the stru
ture deviation

min
P, L
‖D − PL‖2W + λ‖PL− PS(PL)‖2F , (3)where λ is a penalty parameter, ‖·‖F stands for the Frobenius norm, PS(PL) isde�ned in (1), and ‖·‖W is a semi-norm on the spa
e of matri
es Rm×n, indu
edby a positive semide�nite matrixW ∈ Rmn×mn as ‖D‖2W := (ve
(D))⊤Wve
(D).50



� Penalize the low-rank deviation
min
P, L
‖D − PS(PL)‖2W + λ‖PL− PS(PL)‖2F . (4)Note that for λ =∞, the term ‖PL− PS(PL)‖ has to be 0 and problems (3) and 4)are equivalent. The interpretations of (3) and (4) are however di�erent. In (4) themain part is the stru
ture and the low rank is `se
ondary'. In (3) it is the other wayaround, although in both 
ases both 
onstraints are satis�ed at the solution.In the literature [2℄, the weighted stru
tured low-rank approximation problem is oftenformulated as

min
p̂
‖p− p̂‖W , su
h that rank(S(p̂)) ≤ r, (5)where W ∈ Rnp×np is a symmetri
 positive de�nite matrix of weights. (If W is theidentity matrix, ‖ · ‖W = ‖ · ‖2.)Note that (4) 
an be formulated using W in the following way

min
P, L
‖p− S†ve
(PL)‖2

W
+ λ‖PL− PS(PL)‖2F . (6)3 The proposed algorithm3.1 Main ideaWe solve the minimization problem (6) by alternatingly improving the approximationsof P and of L,

min
L
‖p− S† ve
(PL)‖2

W
+ λ‖PL− PS(PL)‖2F ,

min
P
‖p− S† ve
(PL)‖2

W
+ λ‖PL− PS(PL)‖2F ,

(7)until 
onvergen
e.Let In be the n×n identity matrix, '⊗' denote the Krone
ker produ
t andW = M
⊤
M .Then (7) 
an be reformulated as

min
L

∥∥∥∥∥

[
M S†

√
λΠS⊥

]
(In ⊗ P ) ve
(L)−

[
Mp

√
λve
(S0)

]∥∥∥∥∥

2

2

,

min
P

∥∥∥∥∥

[
M S†

√
λΠS⊥

]
(L⊤ ⊗ Im) ve
(P )−

[
Mp

√
λve
(S0)

]∥∥∥∥∥

2

2

,

ΠS⊥
= (Imn −ΠS) being the orthogonal proje
tor on the left kernel of S.These are least squares problems and 
an easily be solved by standard te
hniques.The matrix P 
an be initialized by a matrix representing the left dominant subspa
eof A. We de
lare that PL is a stru
tured matrix if

‖PL− PS(PL)‖2F < 10−12.51



3.2 Parameter λIn theory, if we �x λ =∞, then we have the exa
t stru
tured low-rank approximationproblem. In pra
ti
e, we start from a small value and in
rease it with ea
h iterationuntil it rea
hes a �large enough� value. This way we allow the algorithm to move to a�good region� qui
kly and then impose more stri
tly all 
onstraints. For 
onvergen
eproperties, we rely on the theory of quadrati
 penalty method from [3, �17.1℄.4 Con
lusionsThe proposed algorithm solves the weighted stru
tured low-rank approximation prob-lem and 
an deal with the 
ases of missing elements in the data matrix or �xed ele-ments in the stru
ture. This is interesting not only from optimization point of view,but also has great impa
t on the appli
ability of the proposed approa
h. Pra
ti
allyrelevant simulation examples from system identi�
ation, 
omputer algebra (�nding a
ommon divisor of polynomials with noisy 
oe�
ients), and symmetri
 tensor de
om-position are presented in [1℄, demonstrating its 
onsistently good performan
e.A
knowledgmentsThe resear
h leading to these results has re
eived funding from the European Resear
hCoun
il under the European Union's Seventh Framework Programme (FP7/2007-2013) / ERC Grant agreement number 258581 �Stru
tured low-rank approximation:Theory, algorithms, and appli
ations�, the Resear
h Foundation Flanders (FWO-Vlaanderen), the Flemish Government (Methusalem Fund, METH1), and the BelgianFederal Government (Interuniversity Attra
tion Poles programme VII, Dynami
alSystems, Control, and Optimization). MI is an FWO Pegasus Marie Curie Fellow.Referen
es[1℄ M. Ishteva, K. Usevi
h, I. Markovsky. Regularized stru
tured low-rank approxi-mation with appli
ations. Available from http://arxiv.org/abs/1308.1827.[2℄ I. Markovsky. Low Rank Approximation: Algorithms, Implementation, Appli
a-tions. Springer, 2012.[3℄ J. No
edal, S. J. Wright. Numeri
al Optimization. Springer Series in OperationsResear
h. Springer, 2nd edition, 2006.
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LS
alable implementation of the parallel multigridmethod on massively parallel 
omputerKab Seok KangFast ellipti
 solvers are a key ingredient of massively parallel Parti
le-in-Cell (PIC)and Vlasov simulation 
odes for fusion plasmas. This applies for both, gyrokineti
and fully kineti
 models. The 
urrently available most e�
ient solver for large ellipti
problems is the multigrid method, espe
ially the geometri
 multigrid method whi
hrequires detailed information of the geometry for its dis
retization.The multigrid method is a well-known, fast and e�
ient algorithm to solve many
lasses of problems [1, 5℄. In general, the ratio of the 
ommuni
ation 
osts to 
ompu-tation 
osts in
reases on the 
oarser level, i.e., the 
ommuni
ation 
osts are high onthe 
oarser levels in 
omparison to the 
omputation 
osts. Sin
e, the multipli
ativemultigrid algorithm is applied on ea
h level, the bottlene
k of the parallel multigridlies on the 
oarser levels, in
luding the exa
t solver at the 
oarsest level. The additivemultigrid method 
ould 
ombine all the data 
ommuni
ation for the di�erent levelsin one single step. Unfortunately, this version 
an be used only for the pre
onditionerand usually needs almost twi
e as many iterations instead. The multipli
ative version
an be used both as a solver and as a pre
onditioner, so we 
onsider the multipli
ativeversion only.The feasible 
oarsest level of operation of the parallel multigrid method depends onthe number of 
ores sin
e there must be at least one degree of freedom (DoF) per 
ore(the 
oarsest level limitation). Thus, the total number of DoF of the 
oarsest levelproblem in
reases with in
reasing number of 
ores. To improve the performan
e of theparallel multigrid method, we 
onsider redu
ing the number of exe
uting 
ores to one(the simplest 
ase) after gathering data from all 
ores on a 
ertain level (gathering thedata) [3℄. This algorithm avoids the 
oarsest level limitation. Numeri
al experimentson large numbers of 
ores show a very good performan
e improvement. However, thisimplementation may still be further improved, if we manage to redu
e the number ofMPI tasks to yield better s
aling properties.Modern 
omputer ar
hite
tures have highly hierar
hi
al system design, i.e., multi-so
ket multi-
ore shared-memory 
omputer nodes whi
h are 
onne
ted via high-speedinter
onne
ts. This trend will 
ontinue into the foreseeable future, broadening theavailable range of hardware designs even when looking at high-end systems. Conse-quently, it seems natural to employ a hybrid programming model whi
h uses OpenMPfor parallelization inside the node and MPI for message passing between nodes.Expe
ted bene�ts with OpenMP/MPI hybridzation are a good usage of shared mem-ory system resour
es (memory, 
a
he, laten
y, and bandwidth), and a redu
ed memoryfootprint [2℄. OpenMP 
oarsens the granularity at the MPI level (larger message sizes)and allows in
reased and/or dynami
 load balan
ing. This is preferential for someproblems whi
h have naturally two-level parallelism or only use a restri
ted numberof MPI tasks. Consequently, su
h a programming model 
an have better s
alabilitythan both pure MPI and pure OpenMP. The most important bene�t of applying the53



hybrid OpenMP/MPI programming model to the parallel multigrid method is thatit 
an redu
e the number of MPI tasks and thus de
rease the 
ommuni
ation 
ost ofthe 
oarser level. This simple fa
t leads to better s
alability on the same number of
ores.In this paper, we 
onsider a stru
tured triangulation of a hexagonal domain for anellipti
 partial di�erential equation as a test problem [4℄. The matrix-ve
tor mul-tipli
ation is the key 
omponent of iterative methods su
h as CGM, GMRES, andthe multigrid method. Many resear
hers have developed parallel solvers for partialdi�erential equations on unstru
tured triangular meshes. In [4℄, we 
onsidered a newapproa
h to handle a stru
tured grid of a regular hexagonal domain with regular trian-gle elements. In this 
ontext we showed that the matrix-ve
tor multipli
ation of thisapproa
h has an almost perfe
t s
aling property [4℄. We modify the parallel multigridalgorithm, whi
h was implemented using MPI, by adding OpenMP parallelization atthe node level.To get performan
e results we run the program on the HELIOS ma
hine. The HE-LIOS ma
hine is lo
ated in the International Fusion Energy Resear
h Centre (IFERC)at Aomori, Japan. IFERC was built in the framework for the EU(F4E)-Japan broaderapproa
h 
ollaboration. The ma
hine is made by 4410 Bullx B510 Blades nodes oftwo 8-
ore Intel Sandy-Bridge EP 2.7 GHz pro
essors with 64 GB memory and 
on-ne
ted by In�niband QDR. So it has a total of 70 560 
ores total and 1.23 Peta�opsLinpa
k performan
e.
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Figure 1: (Semi-weak s
aling) The solution time in se
onds of the multigrid methodwith a Gauss-Seidel smoother as a pre
onditioner for the PCGM with (in bla
k) andwithout (in red) gathering the data as a fun
tion of the number of 
ores for domainswith 2K DoF (solid line), 8K DoF (•), 32K DoF(+), and 132K DoF(◦) per 
ore.54
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Figure 2: (Semi-weak s
aling OpenMP/MPI) The solution time in se
onds of themultigrid method with a Gauss-Seidel smoother as a pre
onditioner for the PCGMas a fun
tion of the number of 
ores for a �xed number of DoF per 
ore. (The bestresults of the hybrid model in bla
k, pure MPI in red. 2K (solid), 8K (◦), 32K (•),130K (×) and 500K (⋄) per 
ore).The parallel multigrid method with gathering the data avoids the 
oarsest level limi-tation and numeri
al experiments on large numbers of 
ores show a very good perfor-man
e improvement as 
an be seen in Fig. 1. There, we depi
t the semi-weak s
alingresults whi
h measure the solution time of a problem with almost the same numberof DoF per 
ore. For the multigrid method a pure weak s
aling seems to be hard toa
hieve as the number of operations per 
ore has to be �xed. However, in
reasingthe problem size a

ording to the number of 
ores automati
ally leads to introdu
ingadditional multigrid levels to keep the size of the 
oarsest level problem 
onstant.Therefore, the number of operations per 
ore slightly in
reases in our semi-weak s
al-ing due to additional multigrid levels. The numeri
al results in Fig. 1 show that thisimplementation still needs improvements for large number of MPI tasks and smallnumbers of DoF per 
ore.Next, we depi
t in Fig. 2 the semi-weak s
aling results for the sele
ted test 
ases:2k, 32k, 32k, 130k, and 500k DoF per 
ore. There we 
ompare the pure MPI 
aseo

upying all 16 
ores on ea
h node (in red) with the best performing hybrid 
ases of 1,4, or 16 OpenMP threads per MPI task, i.e., 16, 4, or 1 MPI task per node (in bla
k).For the pure MPI 
ase the performan
e signi�
antly degrades when the number of
ores be
omes large for 
ases with a small number of DoF per 
ore. This situation55



improves with the hybrid model, i.e., problems with small number of DoF 
an besolved with a larger number of threads on a larger number of 
ores. The threads workon the shared memory of a node whi
h makes this method more e�
ient by avoidingpart of the internode 
ommuni
ation of the MPI method.Referen
es[1℄ W. Ha
kbush, Multigrid Methods and Appli
ations, Springer-Verlag, Berlin, Ger-many, 1985.[2℄ G. Hager, G. Jost, and R. Rabenseifner, Communi
ation Chara
teristi
s andHybrid MPI/OpenMP Parallel, Programming on Clusters of Multi-
ore SMPNodes Cray User Group 2009 Pro
eedings.[3℄ K. S. Kang, Parallelization of the Multigrid Method on High Performan
e Com-puters, IPP-Report 5/123, 2010.[4℄ K. S. Kang, A parallel multigrid solver on a stru
tured trianglation of a hexagonaldomain, DD21 pro
eedings.[5℄ P. Wesseling, An Introdu
tion to Multigrid Methods, Wiley, Chi
hester, 2003.
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Finite element based �nite di�eren
e method formultidimensional
onve
tion-di�usion-rea
tion equationsAdem Kaya, Dr. Ali �endurAbstra
tAn e�
ient �nite di�eren
e method is proposed for multidimensional 
onve
tion-di�usion-rea
tion equations whi
h is obtained from �nite element method, par-ti
ularly designed to treat the (most interesting) 
ase of small di�usion, but isable to adapt naturally from the di�usion-dominated regime to the 
onve
tion-dominated and/or to the rea
tion-dominated regime.1 Introdu
tionThe multidimensional 
onve
tion-di�usion-rea
tion equation (CDR) is an a
tive re-sear
h area. It is well known that standard methods su
h as Galerkin �nite elementmethod and 
entral di�eren
ing produ
e undesired os
illations that pollute whole do-main when 
onve
tion or rea
tion dominates and sharp layers o

ur in the solutionof CDR equation. To 
ure this situation many methods have been proposed so far,espe
ially in �nite element approa
h. Streamline-Upwind Petrov Galerkin (SUPG) isone of the �rst approa
h to 
ure this situation. Another approa
h is Residual-Free-Bubble (RFB) method whi
h is based on enri
hing the �nite element spa
e. It is �rststudied to �nd a suitable value of stabilizing parameter for SUPG method. The mainproblem with this method is that it requires the solution of a lo
al PDE whi
h is asdi�
ult as solving the original problem.Most of �nite element methods depend on mesh dependent parameters. Altough,there exist stabilization parameters that give nodally exa
t solutions in 1D, �ndingoptimal mesh dependent parameters is intra
table in 2D and 3D. Furthermore, inmulti-dimensions it is more di�
ult to design numeri
al methods whi
h are robust(that is, monotone) in all regimes.Link-
utting bubble strategy (LCB) [1℄ is a stabilized �nite element method whi
his nodally exa
t in 1D. It aims to stabilize the Galerkin method by using a suitablere�nement near the layer region. LCB strategy uses the pie
ewise linear bubblefun
tions to �nd the suitable sub-grid nodes. It works as the plain Galerkin methodon augmented meshes. It is extended to time-dependent 
onve
tion-di�usion-rea
tionproblem in 1D in [2℄. Implementation of the LCB method in multi-dimension is noteasy.I will propose a new strategy whi
h is robust in all regimes and depends on LCBmethod for multidimensional CDR equation. It 
an be easily implemented even for
4D and 5D CDR equations. Dis
retization of domain 
ontains two steps: �rst, wewill do an initial dis
retization then, we will pla
e subgrid nodes into the initial57



dis
retization using some arguments in [1℄. After solving equation on augmented gridwe ex
lude subgrid nodes to simulate the numeri
al solution.2 Link-
utting Bubble strategyLink-Cutting Bubble strategy introdu
ed in [1℄ was designed for one-dimensional
onve
tion-di�usion-rea
tion equation (1);
{
Lu = −ǫu′′ + βu′ + σu = f(x) on I,
u(0) = u(1) = 0.

(1)It aims to approximate the basis bubble fun
tions with pie
ewise linear fun
tionsin
luding subgrid nodes into elements. If we 
onsider a typi
al element K = (x1, x2)and assume β > 0 and σ > 0, then the subgrid nones are obtained by pla
ing twoextra nodes, say z1 and z2, su
h that x1 < z1 < z2 < x2 where lo
ations of z1 and
z2 depend on problem parameters. After derivation of sub-grid nodes Link-
uttingbubble strategy works as plain Galerkin method with pie
ewise linear basis fun
tionson augmented mesh.It is well known that in one spa
e dimension standard Galerkin �nite element methodwith pie
ewise linear basis fun
tions 
orresponds to following �nite di�eren
e methodfor CDR equation on uniform mesh:
−ǫuj+1 − 2uj + uj−1

h2
+ β

uj+1 − uj−1

2h
+ σ

uj+1 + 4uj + uj−1

6
=
fj−1 + 4fj + fj+1

6 (2)where h is the length of ea
h element. On non-uniform meshes it 
orresponds tofollowing di�eren
e method:
−ǫuj+1

h2
+ ǫ

uj

h2
+ ǫ

uj

h1
− ǫuj−1

h1
+ β

uj+1 − uj−1

2
+ σ

h2uj+1 + 2h2uj + 2h1uj + h1uj−1

6

=
h2fj+1 + 2h2fj + 2h1fj + h1fj−1

6
(3)where h2 = xi+1 − xi, h1 = xi − xi−1.3 The numeri
al approa
hIn two spa
e dimensions we will 
onsider the following 
onstant 
oe�
ient linearellipti
 
onve
tion-di�usion-rea
tion problem in a polygonal domain Ω:

{
−ǫ
(

∂2u
∂x2 + ∂2u

∂y2

)
+ b.

(
∂u
∂x ,

∂u
∂y

)
+ σu = f(x, y) on Ω

u(x, y) = g on ∂Ω
(4)58



initial discretization
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Figure 1: Initial dis
retization and modi�ed dis
retizations in three di�erent regimesfor N = M = 4.where ǫ > 0, b = (b1, b2) and σ ≥ 0. We 
an write equation (4) as follows:





−ǫ
(

∂2u
∂x2

)
+ b1

(
∂u
∂x

)
+ σ |b1|

|b1|+|b2|
u− ǫ

(
∂2u
∂y2

)
+ b2

(
∂u
∂y

)
+ σ |b2|

|b1|+|b2|
u

= |b1|
|b1|+|b2|

f(x, y) + |b2|
|b1|+|b2|

f(x, y) on Ω

u(x, y) = g on ∂Ω.

(5)where b1 and b2 are not equal zero, simultaneously. We 
an 
onsider equation (4) asa sum of the following equations;
−ǫ
(

∂2u
∂x2

)
+ β1

(
∂u
∂x

)
+ σ |b1|

|b1|+|b2|
u = |b1|

|b1|+|b2|
f(x, y) (6)and

−ǫ
(

∂2u
∂y2

)
+ β2

(
∂u
∂y

)
+ σ |b2|

|b1|+|b2|
u = |b2|

|b1|+|b2|
f(x, y). (7)Applying �nite di�eren
e method in (3) to the equations (6-7) and summing up weget the �nite di�eren
e formulation for equation (4).59



3.1 Dis
retization of the domainWe start the dis
retization of the domain with an initial dis
retization whi
h 
an bestru
tured or unstru
tured. For simpli
ity, let N denotes the number of uniformlyspa
ed grid points in x-dire
tion , M in y-dire
tion and K in z-dire
tion on initialdis
retization. Se
ond dis
retization (modi�ed dis
retization) is derived by pla
ingsubgrid nodes whi
h are obtained with applying Link-
utting bubble strategy in x,
y and z-dire
tion, separately. x-
oordinates of modi�ed dis
retization is obtainedby applying the pro
edure in Link-
utting bubble strategy to the equation (6) and
y-
oordinates to the equation (7) in 2D. The modi�ed dis
retization 
onsists of
(3N − 2) × (3M − 2) points in 2D and (3N − 2) × (3M − 2) × (3K − 2) points in
3D. Figure 1 shows an example of initial dis
retization and modi�ed dis
retizationsobtained from the initial dis
retization in di�erent regimes in 2D.Referen
es[1℄ Brezzi, F., Hauke, G., Marini, L.D. & Sangalli, G.(2003) Link-
uttingbubbles for the stabilization of 
onve
tion-di�usion-rea
tion problems. Math. Mod-els Methods Appl. S
i., 13, 445-461.[2℄ Asensio, M.I., Ayuso, B. & Sangalli, G. (2007) Coupling stabilized �nite ele-ment methods with �nite di�eren
e time integration for adve
tion-di�usion-rea
tionproblems. Comput. Methods Appl. Me
h. Engrg., 196, 3475-3491.
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A Fast Parallel Algorithm for Dire
t Simulation ofParti
ulate Flows Using Conforming GridsJohnwill Keating and Peter D. MinevThis study presents a development of the dire
tion splitting algorithm for problems in
omplex geometries proposed in [1℄ to the 
ase of �ows 
ontaining rigid parti
les. Themain novelty of this method is that the grid 
an be very easily �t to the boundariesof the parti
le and therefore the spatial dis
retization is very a

urate. This is madepossible by the dire
tion splitting algorithm of [1℄. It fa
torizes the paraboli
 partof the operator dire
tion wise and this allows to dis
retize in spa
e ea
h of the one-dimensional operators by adapting the grid to �t the boundary only in the givendire
tion. Here we use a MAC dis
retization sten
il but the same idea 
an be appliedto other dis
retizations. Then the equations of motion of ea
h parti
le are dis
retizedexpli
itly and the so-
omputed parti
le velo
ity is imposed as a Diri
hlet boundary
ondition for the momentum equations on the adapted grid. The pressure is extendedwithin the parti
les in a �
titious domain fashion.The in
ompressible Navier-Stokes equations for the �uid o

upying a domain Ωf aregiven by:
Du

Dt
= −∇p+

1Re∇2u, ∇u = 0, in Ωf . (1)The equations of motion of the ith rigid parti
le with a density ρp,i, o

upying thedomain Ωp,i, i = 1, . . . , N , are given by
Ui =

dXi

dt
, (2)

ηi
dUi

dt
= (ηi − 1)

1Freg +
1

Vi
Fi, (3)

ηiIi
dωi

dt
= Ti. (4)Here, Xi is the 
enter of mass of the ith parti
le, Ui is its velo
ity, ηi = ρp,i/ρf isits relative density, Vi is its volume, Ii is its inertia tensor, Fi =

∫
∂Ωp,i

σ · n dS isthe hydrodynami
 for
e a
ting on the parti
le, n is the unit normal pointing out ofthe parti
le, σ = −pδ + 1/Re(∇u + (∇u)T ) is the stress tensor of the �uid, and
Ti =

∫
∂Ωp,i

(x − Xi) × (σ · n) dS is the hydrodynami
 torque a
ting on the parti
le.For spheri
al parti
les, Ii = diag(2/5Vir
2
i ), where ri is the radius of the ith parti
le.2000 Mathemati
s Subje
t Classi�
ation. 65N12, 65N15 , 35Q30.Key words and phrases. Dire
tion Splitting, Parti
ulate Flows, Dire
t Numeri
al Simulation,Navier-Stokes Equations 61



The dis
retization of this mixed system of ODEs and PDEs pro
eeds by �rst dis-
retizing the parti
le equations by a se
ond order expli
it s
heme:
Fn

i =

∫

∂Ωn
p,i

σn · n dA, (5)
Tn

i =

∫

∂Ωn
p,i

(x−Xn
i )× (σn · n) dA, (6)

ηiVi

(
Un+1

i −Un
i

∆t

)
= (ηi − 1)

ViFreg +
3

2
Fn

i −
1

2
Fn−1

i , (7)
ηiIi

(
ωn+1

i − ωn
i

∆t

)
=

3

2
Tn

i −
1

2
Tn−1

i (8)
Xn+1

i −Xn
i

∆t
=

1

2
(Un+1

i + Un
i ), (9)where the stress tensor at time level n in (5) and (6) is approximated by

σn = −1

2

(
pn− 1

2 + p∗,n+ 1
2

)
δ +

1Re (∇un + (∇un)T ). (10)Equation (7) may also in
lude an additional for
e to prevent overlapping of parti
lesor to model their 
ollisions (see for example [2℄). Various approa
hes for treatment of
ollisions 
an be used and easily in
orporated in the present s
heme. The so-
omputedvelo
ity of the parti
les is then used as boundary 
onditions for the Navier-Stokesequations on the parti
le boundaries. However, imposing these boundary 
onditionsin the traditional manner would require to grid the �uid domain and apply 
lassi
aldis
retizations like �nite elements or �nite volumes. Su
h an ALE pro
edure wouldtherefore require to re-grid the �uid domain very often that is absolutely unfeasibleif the �ow involves more than several parti
les. The goal of this study is to performsimulations involving millions or even billions of parti
les and therefore we used anapproa
h based on the modi�ed Douglas s
heme that is essentially a dire
tion splittings
heme. If Ω is an extension of the �uid domain Ωf that in
ludes all domains o

upiedby parti
les then the s
heme pro
eeds as follows:1 Pressure predi
torThe pressure is predi
ted in the entire extended domain Ω by:
p∗,n+ 1

2 = pn− 1
2 + φn− 1

2 . (11)
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2 Velo
ity updateThe velo
ity is 
omputed in the velo
ity domain Ωn+1
f via:

ξn+1 − un

∆t
+

3

2
(un · ∇)un − 1

2
(un−1 · ∇)un−1 =

−∇p∗,n+ 1
2 +

1Re (∂xxηn + ∂yyζn + ∂zzu
n) ,

ηn+1 − ξn+1

∆t
=

1

2Re∂xx

(
ηn+1 − ηn

)
,

ζn+1 − ηn+1

∆t
=

1

2Re∂yy

(
ζn+1 − ζn

)
,

un+1 − ζn+1

∆t
=

1

2Re∂zz

(
un+1 − un

)
.

(12)
The rigid body velo
ity un+1 = Un+1 + ωn+1 × (x − Xn+1) (
omputed from (7)and (8)) is pres
ribed at all points of the grid that lie inside Ωn+1

p,i and on ∂Ωn+1
p,i .While dis
retizing (12) in spa
e, the grid is �tted to the boundary of the �uid domain

∂Ωn+1
f . As mentioned above, if this �tting needs to be performed in multi dimensionsand many parti
les, the problem is not treatable by 
ontemporary mesh generators.However, sin
e (12) requires only the solution of one dimensional problems in ea
hdire
tion, it would be ne
essary to adult the grid only on ea
h individual grid line in agiven dire
tion. In fa
t, the 
urrent pro
edure does not require to adjust positions ofgrid nodes on a given line but only to adjust the �nite di�eren
e sten
il around pointsof interse
tion of this line with parti
le boundaries. More details on this pro
edure
an be founds in [1℄ and [5℄.3 Pressure 
orre
tionThe pressure time-in
rement φ is approximated by solving

(I − ∂xx)(I − ∂yy)(I − ∂zz)φ
n+ 1

2 = −ηmin
∆t
∇un+1 (13)over the entire domain Ω = [0, X ] × [0, Y ] × [0, Z]. The s
aling fa
tor ηmin =

min

{
1, min

1≤i≤N
{ηi}

} is in
luded following an idea proposed in [3℄ for modi�
ationof the 
lassi
al proje
tion s
hemes for �ows with dis
ontinuous density. This s
hemeavoids the need to solve a pressure Poisson equation with a dis
ontinuous 
oe�
ientresulting from the density dis
ontinuity. Indeed, parti
ulate �ows 
an be interpretedas �ows of a variable density �uid over a simply-shaped domain. The stability andoptimality of su
h formulations is analyzed in [4℄. Equation (13) is supplementedby homogeneous Neumann boundary 
onditions on ∂Ω, and 
an be solved as the63



following series of one-dimensional problems:
θ − ∂xxθ = − ηmin

∆t ∇un+1, ∂xθ|x=0,X = 0,

ψ − ∂yyψ = θ, ∂yψ|y=0,Y = 0,

φn+ 1
2 − ∂zzφ

n+ 1
2 = ψ, ∂zφ

n+ 1
2 |z=0,Z = 0

(14)4 Pressure updateThe pressure is 
orre
ted in the entire extended domain Ω by:
pn+ 1

2 = pn− 1
2 + φn+ 1

2 − χ

2Re∇(un+1 + un) in Ω. (15)where 0 ≤ χ ≤ 1 is a parameter of the s
heme.Finally, the presentation will demonstrate the a

ura
y and stability of the methodon various ben
hmark problems involving rigid parti
les (see [5℄). In addition, someresults of dire
t simulations of �uidized beds involving thousands and millions ofparti
les will be presented. Further details of these simulations 
an be found in [6℄.Referen
es[1℄ Ph. Angot, J. Keating, and P. Minev. A dire
tion splitting algorithm for in-
ompressible �ow in 
omplex geometries. Comput. Methods Appl. Me
h. Engrg,117:111�120, 2012.[2℄ R. Glowinski, T. Pan, T. Hesla, D. Joseph, and J. Periaux. A �
titious domainapproa
h to the dire
t numeri
al simulation of in
ompressible vis
ous �ow pastmoving rigid bodies: Appli
ation to parti
ulate �ow. J. Comput. Phys., 169:363,2001.[3℄ J.-L. Guermond and Abner Salgado. A splitting method for in
ompressible �owswith variable density based on a pressure Poisson equation. Journal of Computa-tional Physi
s, 228(8):2834 � 2846, 2009.[4℄ J.-L. Guermond and Abner Salgado. Error analysis of a fra
tional time-steppingte
hnique for in
ompressible �ows with variable density. SIAM J. Numer. Anal.,49(3):917 � 944, 2011.[5℄ J. Keating and P. Minev. A fast algorithm for dire
t simulation of parti
ulate�ows using 
onforming grids. J. Comp. Phys., 255:486�501, 2013.[6℄ John William Keating. Dire
tion-splitting s
hemes for parti
ulate �ows. PhD the-sis, University of Alberta, Edmonton, 2013. http://hdl.handle.net/10402/era.33972.64



Robust pre
onditioning of Dar
y problem for highlyheterogeneous mediaJ. Kraus, R. Lazarov, M. Lymbery, S. Margenov, L. Zikatanov1 Dar
y problemConsider the following se
ond order ellipti
 boundary value problem written in mixedform for the unknown s
alar fun
tions p(x) and the ve
tor fun
tion u:
u +K(x)∇p = 0 in Ω, (1a)

div u = f in Ω, (1b)
p = 0 on ΓD , (1
)

u · n = 0 on ΓN . (1d)Here K(x) is uniformly bounded positive fun
tion in Ω, f ∈ L2(Ω), and Ω ⊂ Rd(d = 2, 3) is a bounded polyhedral domain with its boundary ∂Ω split into twonon-overlapping parts ΓD and ΓN . For the pure Neumann problem assume that fsatis�es the 
ompatibility 
ondition ∫
Ω
fdx = 0. In this 
ase the solution is determineduniquely by taking ∫Ω p dx = 0. To simplify the presentation, assume that ΓD is a non-empty set with stri
tly positive measure, so the above problem has a unique solution.This equation is a model used for example in heat and mass transfer, �ows in porousmedia, di�usion of passive 
hemi
als, ele
tromagneti
s, and other applied areas. Themethods presented in this note are targeting appli
ations of equations (1a)�(1d) to�ows in highly heterogeneous porous media. The goal is to design a pre
onditionerfor the mixed �nite element approximation of the above problem that will lead toe�
ient iterative methods whi
h 
onverge independently of the 
ontrast in K(x).The 
onstru
tion is based on the method developed in [4, 5℄.A fundamental role in the analysis plays the weighted inner produ
t

Λα(u,v) = (α u,v) + (div u, div v), α(x) = K−1(x), (2)in the spa
e
H(div) := H(div; Ω) = {v ∈ L2(Ω)d : div v ∈ L2(Ω)}. (3)Multigrid methods for H(div)-systems have been designed earlier, see, e.g., thework by Arnold, Falk, and Winther [2℄ who 
onsidered the weighted bilinear form

Λd(u,v) = α(u,v) + β(div u, div v) with 
onstants α > 0 and β > 0. A key momentin their study was robustness with respe
t to α and β. The important di�eren
ebetween our form Λα and Λd, however, is that in Λα the parameter α is a highly het-erogeneous fun
tion with very large ratio between the smallest and the largest values.1991 Mathemati
s Subje
t Classi�
ation. 65F10, 65N20, 65N30.Key words and phrases. weighted H(div)-norm, mixed �nite elements, least-squares, high 
on-trast media, robust pre
onditioners 65



This makes the design of a robust multigrid method and also the proof of a properinf-sup 
ondition mu
h more di�
ult. To present the dual mixed weak form de�nethe fun
tion spa
es
V ≡ HN (div; Ω) = {v ∈ L2(Ω)d : div v ∈ L2(Ω), and v = 0 on ΓN}

W ≡ {q ∈ L2(Ω) and ∫

Ω

q dx = 0 if ΓN = ∂Ω}.Then the weak form of the problem (1a)�(1d) is: Find u ∈ V and p ∈ W su
h that
ADM (u, p;v, q) = −(f, q) + (f, div v) ∀(v, q) ∈ V ×W, (4)where the bilinear form ADM (u, p;v, q) : (V ,W )× (V ,W )→ R is de�ned as

ADM (u, p;v, q) := (αu,v) + (div u, div v)− (p, div v) − (div u, q). (5)Obviously the form ADM (u, p;v, q) is symmetri
 but inde�nite. Note that this isa slightly modi�ed mixed method, whi
h yields the same solution but o�ers someadvantages in designing e�
ient solution methods, see e.g. [2, 8℄. Consider a stablemixed method, e.g., Raviart-Thomas method, to approximate the solution of (4):Find (uh, ph) ∈ V h ×Wh su
h that
(αuh,vh) + (∇ · vh, ph) = 0 ∀vh ∈ V h, (6a)

(∇ · uh, qh) = (f, qh) ∀qh ∈Wh. (6b)The saddle point problem (6) is equivalent to the following inde�nite system of linearalgebrai
 equations [
Mh Bh

BT
h 0

] [
u

p

]
=

[
0

f

]
. (7)In short one 
an write (7) in the form

Ahmxh = mfh (8)where Ah : Xh → X⋆
h is a self-adjoint and inde�nite operator and Xh = V h ×Wh.As it has been shown in [3℄ the operator norms

‖Ah‖L(Xh,X⋆
h
) and ‖A−1

h ‖L(X⋆
h

,Xh) are uniformly bounded (9)for stable mixed �nite element disretizations of problem (6).2 Two-level pre
onditionerFollowing [1℄, the goal is to 
onstru
t a positive de�nite self-adjoint operator
Bh : Xh → X⋆

h su
h that all eigenvalues of B−1
h Ah are bounded uniformly independentof h and independent of the variations of the 
oe�
ient α, i.e., independent of the
ontrast. From (9) it follows that

‖Bh‖L(Xh,X⋆
h
) and ‖B−1

h ‖L(X⋆
h

,Xh) being uniformly bounded in h and α (10)66



is a su�
ient 
ondition for Bh to be a uniform and robust pre
onditioner for theminimum residual (MinRes) iteration.Let the blo
k diagonal pre
onditioner Bh be de�ned as
Bh :=

[
Ah 0

0 Ih

] (11)where Ih is the identity on Wh, and Ah : V h → V ∗

h is given by (Ahuh, vh) = Λα(uh,vh),see (2).Then 
ondition (10) redu
es to ‖Ah‖L(V h,V ⋆
h
) and ‖A−1

h ‖L(V ⋆
h

,V h) being uniformlybounded in h and α, see [1℄.Hen
e the 
ru
ial step is to 
onstru
t a robust and uniformly 
onvergent iterativemethod for solving systems with A = Ah. The method of �
titious spa
e pre
ondi-tioning, �rst proposed in [7℄, and later re�ned in [9℄, provides the framework. Let Bdenote the auxiliary spa
e two-grid pre
onditioner, whi
h is impli
itly de�ned by
B−1 := M

−1
+ (I −M−TA)C−1(I −AM−1) (12)where C is a �
titious (auxiliary) spa
e pre
onditioner approximating A. Here theoperator M denotes an A-
onvergent smoother, and M = M(M + MT − A)−1MTthe symmetrized smoother. Further, let V = IRN and Ṽ = IR

eN where Ñ > N . Thena surje
tive mapping Π : Ṽ → V 
an be de�ned su
h that the pre
onditioner (12) 
anbe written in the form
B−1 = M

−1
+ τ−1ΠÃ−1ΠT (13)where Ã is a 
ertain domain de
omposition auxiliary matrix and the value of thes
aling parameter τ 
an be 
hosen su
h that the two-grid method with iterationmatrix I −B−1A is 
onvergent.The proposed auxiliary spa
e two-grid method di�ers from the 
lassi
al two-gridmeth-ods in repla
ing 
oarse-grid 
orre
tion by a subspa
e 
orre
tion with iteration matrix

I − C−1A.The following theorem provides a bound for the relative 
ondition number κ(B−1A).Theorem 1. ([5℄) Let B be de�ned a

ording to (13) and assume that M satis�esthe smoothing property
〈v,v〉 ≤ ρA〈M
−1

v,v〉 ≤ c̄〈v,v〉 and ‖AM−Tv‖2 ≤ η

ρA
‖v‖2Awhere ρA = λmax(A) denotes the spe
tral radius of A and the 
onstant η is non-negative. Further, let Π : Ṽ → V be energy-stable, i.e., ‖Πṽ‖2A ≤ cΠ‖ṽ‖2eA for all

ṽ ∈ Ṽ . Then the extremal eigenvalues of B−1A satisfy λmax(B
−1A) ≤ c̄ + cΠ

τ and
λmin(B

−1A) ≥ 1
τ+η/
 , and thus κ(B−1A) ≤ (c̄+ cΠ/τ)(τ + η/
).
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3 Auxiliary spa
e multigrid methodLet k = 0, 1, . . . , ℓ−1 be the index of mesh re�nement where k = 0 
orresponds to the�nest mesh, i.e., A(0) := Ah = A denotes the �ne-grid matrix. Consider the sequen
eof domain de
omposition auxiliary matri
es Ã(k), in two-by-two blo
k fa
torized form
(Ã(k))−1 = (L̃(k))T D̃(k)L̃(k), (14)where

L̃(k) =

[
I

−Ã(k)
21 (Ã

(k)
11 )−1 I

]
, D̃(k) =

[
(Ã

(k)
11 )−1

Q(k)−1

]
. (15)The 
onstru
tion is su
h that the S
hur 
omplement Q(k) = Ã

(k)
22 −Ã

(k)
21 (Ã

(k)
11 )−1Ã

(k)
12 of

Ã(k) is sparse and de�nes an (additive) approximation of the dense S
hur 
omplement
S(k) = A

(k)
22 −A

(k)
21 A

(k)
11

−1
A

(k)
12 . Then Q(k) serves as the next 
oarser-level matrix, i.e.,

A(k+1) := Q(k), (16)and the two-level blo
k fa
torization 
an be applied re
ursively. The algebrai
 mul-tilevel iteration (AMLI)-
y
le auxiliary spa
e multigrid (ASMG) pre
onditioner B(k)of A(k) is de�ned on all levels k < ℓ via the following relation
B(k)−1

:= M
(k)−1

+ (I −M (k)−T
A(k))Π(k)(L̃(k))TD

(k)
L̃(k)Π(k)T

(I −A(k)M (k)−1
)(17)where

D
(k)

:=

[
(Ã

(k)
11 )−1

B
(k+1)
ν

−1

] (18)and B(k+1)
ν is the 
oarse-level pre
onditioner of A(k+1), i.e., B

(k+1)
ν

−1
≈ A(k+1)−1, and

B(ℓ)
ν := A(ℓ). (19)In the linear AMLI-
y
le method B(k+1)

ν

−1 is a polynomial approximation of A(k+1)−1whereas the nonlinear AMLI-
y
le ASMG method uses a nonlinear mapping
B

(k+1)
ν

−1
= B

(k+1)
ν

−1
[·] whose a
tion on a ve
tor d is realized by ν iterations of apre
onditioned Krylov subspa
e method. For further details on the 
onstru
tion andanalysis of ASMG pre
onditioners for weighted H(div)-norm see [6℄.A
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A Computational Approa
h for the Seismi
 DamageResponse of Adja
ent Tall RC Stru
turesEnvironmentally Degradated and Strengthened byTiesAngelos Liolios, George Hatzigeorgiou, Konstantinos Liolios,Stefan Radev, Krassimir Georgiev, Ivan GeorgievDedi
ated to Professor Svetozar Margenov's 60th anniversary.In Civil Engineering, pounding is one of the non-usual extremal a
tions (seismi
,environmental et
.), whi
h 
an 
ause signi�
ant strength degradation and damageson existing stru
tures [1℄. Pounding 
on
erns the seismi
 intera
tion between ad-ja
ent stru
tures, e.g. neighboring buildings in 
ity 
enters 
onstru
ted in 
onta
t.On the 
ommon 
onta
t interfa
e, during an earthquake ex
itation, appear at ea
htime-moment either 
ompressive stresses or relative removal displa
ements (separat-ing gaps) only. These requirements result to inequality 
onditions in the mathemati
alproblem formulation. To over
ome strength degradation e�e
ts, various repairing andstrengthening pro
edures 
an be used for the seismi
 upgrading of existing buildings[1℄. Among them, 
able-like members (ties) 
an be used as a �rst strengthening andrepairing pro
edure. These 
able-members 
an undertake tension, but bu
kle andbe
ome sla
k and stru
turally ine�e
tive when subje
ted to a su�
ient 
ompressivefor
e. So, in the mathemati
al problem formulation, the 
onstitutive relations for
able-members are also inequality 
onditions. Due to above 
onsiderations, the fullproblem of the earthquake response of pounding adja
ent stru
tures strengthenedby 
able-elements bra
ings has as governing 
onditions both, equalities as well asinequalities. Thus the problem be
omes a high nonlinear one. For the stri
t mathe-mati
al treatment of the problem, the 
on
ept of variational and/or hemivariationalinequalities 
an be used and has been su

essfully applied [2℄. As 
on
erns the numer-i
al treatment, non-
onvex optimization algorithms are generally required [3℄. Thepresent study deals with two numeri
al approa
hes for the earthquake analysis of ex-isting adja
ent reinfor
ed 
on
rete (RC) building frames, whi
h 
an 
ome in unilateral
onta
t and have to be strengthened by 
able elements. The unilateral behaviours ofboth, the 
able-elements and the interfa
es 
onta
t-
onstraints, are taken stri
tly intoa

ount and result to inequality 
onstitutive 
onditions. The �nite element method isused for spa
e dis
retization in 
ombination with a time dis
retization s
heme. First,the stru
tural system of the two adja
ent RC frames (A) and (B) is dis
retized inspa
e by using �nite elements. The usual frame elements are used for the reinfor
ed
on
rete frames. As 
on
erns the interfa
es of unilateral 
onta
t, where pounding isexpe
ted to take pla
e, unilateral 
onstrained elements are used. On the other hand,for the 
able strengthening system, pin-jointed bar elements are used. The behaviourof both, the 
able elements and unilateral 
onta
t elements, in
ludes loosening, elasto-plasti
 or/and elastoplasti
-softening-fra
turing and unloading - reloading e�e
ts. All71



these 
hara
teristi
s 
on
erning both 
onstitutive laws, on the one hand of the 
ableelements and on the other hand of the unilateral 
onta
t elements, 
an be expressedmathemati
ally by non-
onvex relations of the the general form:
si(di) ∈ ∂̂Si(di) (1)Here si and di are generalized stress and deformation quantities, respe
tively, ∂̂ isthe generalized gradient and Si is the superpotential fun
tion, see Panagiotopoulos[2℄. In spe
ializing details, for the 
ables, si is the tensile for
e (in [kN℄) and di thedeformation (elongation) (in [m℄), of the i-th 
able element. Similarly, 
on
erningthe unilateral 
onta
t simulation, si is the 
ompressive for
e pi (in [kN℄) and dithedeformation (shortening) (in [m℄), of the i-th unilateral 
onstraint element. By de�ni-tion -see [2℄ - the relation (1) is equivalent to the following hemivariational inequality,expressing the Virtual Work Prin
iple:

S↑
i (di, ei − di) si (di) · (ei − di) (2)where S↑

i denotes the subderivative of Si and ei, di are kinemati
ally admissible(virtual) deformations.Next, in
remental dynami
 equilibrium for the two frames (A) and (B) of the stru
-tural system, 
onsidered as un
oupled and unstrengthened, i.e. without pounding andwithout 
ables, is expressed by the usual matrix relations of Stru
tural Dynami
s:
MAüA + CA(u̇A) + KA(uA) = fA

MBüB + CB(u̇B) + KB(uB) = fB
(3)Here u and f are the displa
ement and the loading for
es time dependent ve
tors,respe
tively. The damping and sti�ness terms, C(u̇) and K(u), respe
tively, 
on
ernthe general non-linear 
ase. Dots over symbols denote derivatives with respe
t to time.For the 
ase of ground seismi
 ex
itation xg, the loading history term f be
omes

f = −Mrẍg (4)where r is the ve
tor of stereostati
 displa
ements. When both, 
able-elements andpounding are taken into a

ount, equations (3) for the assembled system of the twoframes (A) and (B), 
onsidered as 
oupled and strengthened, be
ome
MAüA + CA(u̇A) + KA(uA) = fA + TAsA + Bp

MBüB + CB(u̇B) + KB(uB) = fB + TBsB + Bp

p = pN + PT.

(5)Here sA and sB are the 
able elements stress ve
tors for frames (A) and (B), respe
-tively; p is the 
onta
t elements stress ve
tor and TA, TB , B are transformationmatri
es. The pounding stress ve
tor p is de
omposed to the ve
tors pN, of the nor-mal, and pT of the tangential intera
tion for
es between frames (A) and (B). The72



system of the above relations (1)-(5), 
ombined with the initial 
onditions, providethe problem formulation, where, for given f and/or ẍg, the ve
tors uA, uB, p and
sA , sB have to be 
omputed.The relevant 
omputational approa
h is des
ribed in [3, 4℄. A pie
ewise linearizationof the above 
onstitutive relations as in elastoplasti
ity (see Figure 1) is used. Byapplying a time-integration s
heme, in ea
h time-step ∆t a relevant non-
onvex linear
omplementarity problem of the following matrix form is eventually solved :

v ≥ 0, Av + a ≤ 0, vT · (Av + a) = 0. (6)Here v is the ve
tor of unknown unilateral quantities at the time â��moment t, vTis the transpose of v, a is a known ve
tor dependent on ex
itation and results fromprevious time moments (t −∆t), and A is a transformation matrix. An alternativeapproa
h for treating numeri
ally the problem is the in
remental one. Now, relations(5), taking into a

ount also se
ond-order geometri
 e�e
ts (P-Delta e�e
ts), arewritten in in
remental form:
MA∆üA + CA∆u̇A + (KA + GA)∆UA = −MA∆üg + TA∆sA + B∆p

MB∆üB + CB∆u̇B + (KB + GB)∆UB = −MB∆üg + TB∆sB + B∆p
. (7)Here GA and GB are the geometri
 sti�ness matri
es, by whi
h P-Delta e�e
ts aretaken into a

ount. On su
h in
remental approa
hes is based the stru
tural analy-sis software Ruaumoko [5℄. Ruaumoko software uses the �nite element method andpermits an extensive parametri
 study on the inelasti
 response of stru
tures. Con-
erning the time-dis
retization, impli
it or expli
it approa
hes 
an be used. Here theNewmark impli
it s
heme is 
hosen and Ruaumoko is used to provide results whi
hare related to the following 
riti
al parameters: lo
al or global stru
tural damage,maximum displa
ements, interstorey drift ratios, development of plasti
 hinges. Thede
ision about a possible strengthening for an existing stru
tural system of intera
t-ing stru
tures, damaged by a seismi
 event, 
an be taken after a relevant evaluationof suitable damage indi
es. After Park/Ang [7℄, the global damage is obtained as aweighted average of the lo
al damage at the se
tion ends of ea
h stru
tural element orat ea
h 
able element. First the lo
al damage index DIL is 
omputed by the followingrelation:

DIL =
µm

µu
+

β

Fydu
ET (8)where: µm is the maximum du
tility attained during the load history, µu the ulti-mate du
tility 
apa
ity of the se
tion or element, β a strength degrading parameter,

Fy the yield for
e of the se
tion or element, ET the dissipated hystereti
 energy, and
du the ultimate deformation. Next, the dissipated energy ET is 
hosen as the weight-ing fun
tion and the global damage index DIG is 
omputed by using the followingrelation:

DIG =

∑n
i=1DILiEi∑n

i=1Ei
(9)where: DILi is the lo
al damage index after Park/Ang at lo
ation i, Ei is the energydissipated at lo
ation i and n is the number of lo
ations at whi
h the lo
al damage73



is 
omputed. The appli
ability of the proposed methods is veri�ed in numeri
alexamples, where a system of two tall reinfor
ed 
on
rete frames (A) and (B) underpounding is 
onsidered for 
able-strengthening. The 
onstitutive law of 
able-elementsis shown in Figure 1. Other details, 
on
erning the seismi
 response of 
able-bra
edRC systems subje
ted to multiple earthquakes, are des
ribed in [6℄.

Figure 1: The 
onstitutive law of 
able-elements.Referen
es[1℄ Bertero V. V., Whittaker A. S., Seismi
 upgrading of existing buildings, 5as JornadasChilenas de Sismolog�­a e Ingenier�­a Antis�­smi
a, 1 (1989), 27-46.[2℄ Panagiotopoulos P.D., Hemivariational Inequalities. Appli
ations in Me
hani
s and En-gineering, Springer-Verlag, Berlin, New York, (1993).[3℄ Liolios A., A linear 
omplementarity approa
h for the non-
onvex seismi
 fri
tionalintera
tion between adja
ent stru
tures under instabilizing e�e
ts, Journal of GlobalOptimization, 17 (2000), 259-266.[4℄ Liolios Ang., Chalioris K., Liolios Ast., Radev St., and Liolios Kon., A ComputationalApproa
h for the Earthquake Response of Cable-bra
ed Reinfor
ed Con
rete Stru
turesunder Environmental A
tions, LNCS, 7116 (2012), 590-597.[5℄ Carr A.J., RUAUMOKO - Inelasti
 Dynami
 Analysis Program, Department of CivilEngineering, University of Canterbury, Christ
hur
h, New Zealand, 2008.[6℄ Liolios Ang., Liolios Ast., Hatzigeorgiou G., A Numeri
al Approa
h for Estimating theE�e
ts of Multiple Earthquakes to Seismi
 Response of Stru
tures Strengthened byCable-Elements, Journal of Theoreti
al and Applied Me
hani
s, 43(3) (2013), 21-32.[7℄ Park Y.J., A.H.S. Ang, Me
hanisti
 seismi
 damage model for reinfor
ed 
on
rete,Journal of Stru
tural Division ASCE, 111(4), (1985), 722-739.74



Robust Balan
ed Semi-Coarsening MultilevelPre
onditioning for Bi
ubi
 FEM Dis
retizationsMaria LymberyLet
Ahuh = Fh (1)be the linear system of algebrai
 equations derived from the appli
ation of �niteelement method for the dis
retization of the ellipti
 boundary value problem

−∇ · (a(x)∇u(x)) = f(x) in Ω, (2a)
u = 0 on ΓD, (2b)

(a(x)∇u(x)) · n = 0 on ΓN . (2
)where 
onforming bi
ubi
 elements have been utilized.The notations used in (1) and (2) are as follows:� Ah is the global sti�ness matrix;� Fh is the given right hand side;� h is the mesh parameter of the underlying partition Th of Ω;� Ω ⊂ R2 is a polygonal 
omplex domain with a boundary Γ = ΓD ∪ ΓN ;� f(x) is a given fun
tion in L2(Ω);� a(x) = (aii(x)), i = 1, 2 is a diagonal positive de�nite 
oe�
ient matrix that isuniformly bounded in Ω;� n is the outward unit ve
tor normal to Γ.An initial mesh T0 has been set in Ω in su
h a way that the 
oe�
ients aii, i = 1, 2 are
onstants over ea
h element of T0. A re
ursive balan
ed semi-
oarsening re�nementpro
edure has been applied to it resulting in the sequen
e of nested meshes T0 ⊂ T1 ⊂
... ⊂ Tℓ = Th where ℓ is an even number. The solution of (1) is sought over the �nestmesh Tℓ = Th whi
h best approximates (2a)-(2
).The Algebrai
 Multilevel Iteration (AMLI) pre
onditioner B = B(ℓ) has the followingre
ursive de�nition, e.g [2, 3, 7℄,

B(0) = A(0),

B(k) = J (k)−T

[
A

(k)
11 0

Ã
(k)
21 P (k−1)

][
I A

(k)−1

11 Ã
(k)
12

0 I

]
J (k)−1

, k = 1, . . . , ℓ (3)where
P (k−1)−1

= [I − pβk−1
(B(k−1)−1

, A(k−1))]A(k−1)−1

.Here βk−1 denotes the degree of the stabilization Chebyshev polynomial pβk−1
. Whenit is 
y
li
ly varied the resulting AMLI algorithm is 
alled hybrid V-
y
le, 
f. [6℄.Theorem 1. The AMLI method is of optimal order under the following 
onditions,see [3, 6℄: 75



� the properly s
aled approximation C(k+1)
11 satis�es the estimate

κ(C
(k+1)−1

11 A
(k+1)
11 ) = O(1);� solving systems with C(k+1)

11 requires O(Nk+1 −Nk) arithmeti
 operations;�
βk = 1 if (k mod k0) 6= 0,

1√
1− γ(k0)2

< βk < ρk0
if (k mod k0) = 0.Here ρk0

is the mesh re�nement ratio of k0 
onse
utive mesh re�nement steps, Nkis the number of degrees of freedom belonging to Tk and γ(k0) is the 
onstant inthe strengthened Cau
hy-Bunyakowski-S
hwarz(CBS) inequality that is related to thenested �nite element spa
es V(j+1)k0
and Vjk0

.Lemma 1. Consider the balan
ed semi-
oarsening AMLI algorithm with parameter
ρ = 2. The CBS 
onstant γ(2) 
orresponding to bi
ubi
 
onforming �nite elements isuniformly bounded with respe
t to the anisotropy ratio and it holds that

(γ(2))2 ≤ 203 + 5
√

46

288
≈ 0.823, ̺ = 2. (4)Solving (1) with an AMLI algorithm results in a sequen
e of smaller subproblemswith the pivot blo
k matri
es A(k+1)

11 . In the general setting of anisotropi
 problems
κ(A

(k+1)
11 ) is not uniformly bounded with respe
t to the related number of degrees offreedom and spe
ial robust pre
onditioning te
hniques have to be developed for thepivot blo
ks systems, e.g. [4℄.When using balan
ed semi-
oarsening mesh re�nement, however, the degrees of free-dom 
an be ordered in su
h way that the blo
ks A(k+1)

11 to be blo
k diagonal withuniformly bounded semi-bandwidth, [5℄. Therefore, any dire
t solver for banded ma-tri
es has 
omputational 
omplexity of optimal order, i.e.
N (A

(k+1)
11

−1v) = O(N (k+1) −N (k))..The last result 
ombined with the uniform estimates (4) and the optimality 
onditionsfrom Theorem 1 leads to the main result.Theorem 2. The balan
ed semi-
oarsening AMLI pre
onditioner (3) with even k and
ρ = 3, 3 ≤ β ≤ 8 has an optimal order of 
omputational 
omplexity and the estimateis uniform with respe
t to mesh and 
oe�
ient anisotropy.Referen
es[1℄ Axelsson, O., Vassilevski, P.: Algebrai
 multilevel pre
onditioning methods I,Numer. Math. 56 (1989), 157-177. 76
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Large amplitude vibrations of heated Timoshenkobeams with delaminationEmil Manoa
h and Jerzy WarminskiAbstra
tIn this work, the large amplitude vibration of a heated Timoshenko 
ompos-ite beam having delamination is studied. The model of delamination takes intoa

ount 
onta
t intera
tion between sublaminates in
luding normal for
es, shearfor
es and additional damping due to the sublaminate intera
tion. Numeri
al
al
ulations are performed in order to estimate the in�uen
e of the delamination,the geometri
ally nonlinear terms and elevated temperature on the response ofthe beam.1 Introdu
tionDelamination is a major problem in multilayer 
omposite stru
tures. Due to thisreason the development of adequate models des
ribing the phenomena arising in thedelaminated part of the stru
ture is a very important topi
 in real engineering appli-
ations. Models whi
h des
ribe the dynami
 behaviour of the delaminated stru
tures
ould be very useful in the development of the vibration based methods for delami-nation dete
tion. In most of the models for the dynami
 behavior of the beam withdelamination the shear for
es during the sublaminate intera
tion and the additionaldamping arising due to sliding between sublaminates are negle
ted. A model of thedynami
 response of a 
omposite Timoshenko beam whi
h takes into a

ount theabove mentioned phenomena was re
ently developed in [1℄. Most of the models de-s
ribing the dynami
 behavior of beam with delamination use the Bernoulli-Euler orthe Timoshenko beam theories 
onsidering the small de�e
tions only. As a rule, theenvironmental 
onditions and espe
ially the temperature in�uen
e are not taken intoa

ount in these models. In the present work the model of a Timoshenko beam withdelamination developed in [1℄ and [2℄ is extended 
onsidering the large de�e
tions ofthe beams at elevated temperature environment.2 Theoreti
al 
onsideration and numeri
al modellingThe 
omposite laminated beam was 
onditionally 
onsidered to 
onsist of four se
tions(Fig. 1). Se
tion 1 and se
tion 4 are without defe
ts. The 
ross se
tion between thesetwo parts 
ontains a delamination. Se
tions 2 and 3 denote the parts of the beamï¿½s
ross se
tion divided by the delamination.By hi (i = 2, 3) the thi
knesses of the delaminated parts of the 
ross-se
tion aredenoted and zd is the z-
oordinate of the delamination. The governing equations for79
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zd Figure 1: Geometry of the beam. x1 and x2 denote the beginning and the end ofdelaminated area.the large amplitude thermoelasti
 vibration of the beam 
ould be written as follow:
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∂x2
− ∂ψi

∂x

)
− c1i

∂wi

∂t

+ Eibhi

[
∂ui

∂x
+

1

2

(
∂wi

∂x

)2

− αiT γT

]
∂2wi

∂x2

+ (−1)iKNγ(w2 − w3) + (−1)iK̇Nγ(ẇ2 − ẇ3)− q(x, t)

(3)Here ui and wi denote the longitudinal and transverse displa
ement of i-th beamse
tion, ψi is the angle of rotation of the normal of the 
ross-se
tion to the beammid-axes, Ei and Gi are the Youngï¿½s and shear modulus, αiT is the 
oe�
ient ofthermal expansion, Ii is the geometri
al inertia moment of the ith 
ross-se
tion, T isthe temperature.
KN , KS, K̇N and K̇S are 
onstants depending on the material parameters of thesublaminates. They are di�erent from zero only when the sublaminates are in 
onta
t.The parameter γ has been introdu
ed to take into a

ount the fa
t, that for se
tion 180



and 4 the terms 
ontaining KN , KS , K̇N and K̇S disappear i.e. γ = 1 for i = 2 and3 and γ = 0 for i = 1 and 4. The equations (1) are solved for the 
ase of 
lamped -
lamped boundary 
onditions and 
orresponding 
ontinuity 
onditions whi
h equalizethe displa
ements, angular rotations, bending moments and shear for
es in se
tions 1with these in se
tion 2 and 3 and in se
tion 4 with the ones in se
tions 2 and 3 (see[1℄).3 Solution of the problemA numeri
al approa
h and algorithm are proposed to solve the above formulatedproblem. It is based on the assumptions that the longitudinal inertia e�e
t 
anbe negle
ted, that the beam gets the elevated temperature instantly, and that thetemperature is uniformly distributed along the beam length and thi
kness. In order to
onsider the longitudinal displa
ements in delaminated beam the model is 
onsideredto 
onsist of two parallel beams - I and II. Beam I 
onsists of se
tion 1,2 and 4 andbeam II 
onsists of se
tions 1, 3 and 4. The Eq. (2) and Eq. (3) are dis
retized bythe �nite di�eren
e method and the obtained system ordinary di�erential equationsin time is solved by an impli
it method using the ba
kward di�erentiation formulasand an iteration pro
edure.4 Numeri
al results and 
on
lusionsNumeri
al results of the large amplitude vibration of inta
t and damaged beams wereprovided and 
omparisons with the 
ase of result obtained by the small de�e
tionbeam theory (SDBT) were performed. The in�uen
e of the elevated temperature onthe response of the damaged beam was also studied. Sele
ted results are presentedin Fig. 2 and 3. The elevated temperature 
an lead to 
omplex nonlinear behavior ofdelaminated beam as bu
kling and non-periodi
 motion (see Fig. 3).A
knowledgmentsThe �rst author wishes to a
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eived from the Bulgarian NSFGrant DCVP-02/1. The �nan
ial support of Stru
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hani
s Resear
h Communi
ations, 47-53, 46, 2012. 81



Figure 2: Time history diagram of the response of the beam subje
ted to a harmoni
loading with p = 2.4kN and ωe = 1360rad.s−1. 1 (blue line) - SDBT with delam-ination; 2 (Red line) - Large de�e
tions beam theory (LDBT) with delamination; 3(bla
k line) - LDBT without delamination.

Figure 3: Time history diagrams for beam des
ribed by LDBT subje
ted to harmoni
loading at elevated temperature. 1−∆T = 30K; 2−∆T = 50K. p(x, t) = p0sin(ωet).
p0 = 3kN , ωe = 1360rad.s−1[2℄ E. Manoa
h, J. Warminski, A. Mitura, S. Samborski, Dynami
s of a laminated
omposite beam with delamination and in
lusions, Eur. Phys. J. Spe
ial Topi
s,1649 - 1664, 222, 2013.
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Data-Driven Signal Pro
essing:A Low-Rank Approximations Approa
hIvan MarkovskyState-of-the-art signal pro
essing and 
ontrol methods are model based and require amodel identi�
ation step prior to solving the a
tual data pro
essing problem. Startingwith a review of 
lassi
al system identi�
ation, this talk presents a model-free datapro
essing approa
h, in whi
h model parameters need not be expli
itly estimated.The underlying 
omputational tool in the new setting is low-rank approximation of astru
tured matrix 
onstru
ted from the data. Preserving the stru
ture in the approx-imation leads to statisti
ally optimal estimators and fast 
omputational methods.1 Stru
tured low-rank approximationStru
tured low-rank approximation is the problem of approximating a given matrix Dby another matrix D̂, whi
h is as 
lose as possible to D, has the same stru
ture as D,and redu
ed rank. An example where a rank de�
ient stru
tured matrix arises iswhen a sequen
e p = (p1, . . . , pnp
) satis�es a di�eren
e equation with lag ℓ < ⌈np/2⌉

R0pt +R1pt+1 + · · ·+Rℓpt+ℓ = 0, for t = 1, . . . , np − ℓ. (DE)The system (DE) is linear in the ve
tor of parameters R :=
[
R0 R1 · · · Rℓ

],so that it 
an be written as RHℓ+1,np−ℓ(p) = 0, where Hℓ+1,np−ℓ(p) is a Hankelmatrix 
onstru
ted from p. Therefore, for R 6= 0, the fa
t that p satis�es a di�eren
eequation (DE) is equivalent to rank de�
ien
y of Hℓ+1,np−ℓ(p). With noisy data p,the matrix Hℓ+1,np−ℓ(p) is generi
ally full rank and the model identi�
ation problembe
omes a Hankel strutured low-rank approximation problem.Formally the strutured low-rank approximation problem is de�ned as follows [4, 5℄.Given: stru
ture spe
i�
ation S, ve
tor of stru
ture parameters p ∈ R
np , and desiredrank r, �nd a stru
ture parameter ve
tor p̂, su
h that the 
orresponding matrix S(p̂)has rank at most r, and is as 
lose as possible to p in the sense of a semi-norm ‖ · ‖minimize over p̂ ∈ R

np ‖p− p̂‖subje
t to rank(S(p̂)
)
≤ r.

(SLRA)2 Solution methodsIn general, the stru
tured low-rank approximation problem (SLRA) is NP-hard.There are three fundamentally di�erent solution approa
hes: heuristi
s based on 
on-vex relaxations [1℄ and subspa
e methods [7℄, lo
al optimization methods, and globaloptimization methods [6℄. The approa
h used in the subspa
e type methods is to relaxthe stru
ture 
onstraint and solve the resulting unstru
tured low-rank approximation83



problem via the singular value de
omposition. The subspa
e methods are found tobe very e�e
tive in model redu
tion, system identi�
ation, and signal pro
essing.The methods based on lo
al optimization split into two main 
ategories: alternatingproje
tions [3℄ and variable proje
tions [2℄ type algorithms. Both alternating proje
-tions and variable proje
tions exploit the bilinear stru
ture of the low-rank approxi-mation problems. In the statisti
al literature, the alternating proje
tions algorithmis given the interpretation of expe
tation maximization.A
knowledgmentsThe resear
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ation for linear systems:Theory, implementation, appli
ations. Kluwer, Boston, 1996.
84



Fuzzy Logi
 Nonlinear Control of an InvertedPendulum on a ChartAyd�n Özbey, Erol Uzal, A³k�n Mutlu, Hüseyin Y�ld�zAbstra
tStabilization at the top verti
al position of an inverted pendulum on a 
art byapplying a for
e to the 
art is 
onsidered. This is an undera
tuated me
hani
alsystem for whi
h the main nonlinear 
ontrol s
heme, feedba
k linearization,fails. A single 
ontrol law produ
ing the for
e on the 
art using 
art velo
ity,and position and velo
ity of the pendulum is developed and shown to stabilizethe pendulum at the top position while bringing the 
art to its origin. In orderto avoid the singularity problems fa
ed in feedba
k linearization pro
ess, fuzzylogi
 has used.1 Introdu
tionInverted pendulums are widely studied me
hani
al systems sin
e their dynami
s issimple enough to allow detailed studies, and also 
ompli
ated enough to serve as testproblems for various 
ontrol strategies. In this study, we propose a single 
ontrol law(meaning that it does not 
onsist of pie
es valid at di�erent pendulum angles) andverify by numeri
al experiments.2 Governing Equations and fuzzy logi
 nonlinear Con-trol StrategyA s
hemati
 of the system is shown in Fig. 1 The masses of the 
art and the pendulumare M and m, respe
tively. The aim is to hold the pendulum angle at zero while drivingthe 
art to its origin x = 0. When the non-dimensional variables 
hosen as follows
x∗ = x

l t∗ =
√

g
l t u∗ = u

mgThe governing equations are
(1 + k)ẍ+ θ̈ cos θ − θ̇2 sin θ = u

ẍ cos θ + θ̈ − sin θ = 0where
k =

M

mSolving for se
ond derivatives in results in
θ̈ = f1(θ, θ̇) + f2(θ)u

ẍ = f3(θ, θ̇) + f4(θ)u85



Figure 1: Inverted Pendulum on a ChartThe 
ontrol law proposed is
u =

1

f∗
2

(−K1θ −K2θ̇ − f1) +K3x+K4ẋ

Figure 2: 
omparison of the real 
osine and the values produ
ed by fuzzy logi
86



Figure 3: Phase Plane Analyse

Figure 4: Simulation Resultswhere
f1(θ, θ̇) =

3θ̇2 sin θ cos θ − 3(1 + k) sin θ

3 cos2 θ − 4(1 + k)

f2(θ) =
3 cos θ

3 cos2 θ − 4(1 + k)87



f3(θ, θ̇) =
3 sin θ cos θ − 4θ̇2 sin θ

3 cos2 θ − 4(1 + k)

f4(θ) =
−4

3 cos2 θ − 4(1 + k)

f∗
2 (θ) =

3 cos∗ θ

3(cos∗ θ)2 − 4(1 + k)The K 
oe�
ients in the 
ontrol law are 
al
ulated by using the a
tual 
osine values.But the cos∗ θ values used in the 
ontrol law are 
al
ulated by fuzzy logi
 and thensubstituted for cos θ . The 
osine values 
al
ulated by fuzzy logi
 have 
lose values tothe real 
osine values, but never be
ome zero. By doing that, the singularity problemdue to the 
osine be
oming zero is avoided. A 
omparison of the real 
osine and thevalues produ
ed by fuzzy logi
 is shown in Fig. 2.3 Results and Dis
ussionAs seen from the phase plane graphs of the variables Fig. 3, the system is stable.Simulation results show Fig. 4 that the proposed 
ontrol law 
an stabilize the systemin a reasonable time.
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Control of a Robot Arm Using Magneti
 For
esAyd�n Özbey, Erol Uzal, Hüseyin Y�ld�z, A³k�n MutluAbstra
tIn this study, a single d.o.f. robot arm made of permanent magnet (Figure 1)is intended to follow the known referen
e angle θ (t). The magneti
 propertiesof the arm are modeled by a magneti
 dipole. Mathemati
al model of thesystem has been developed and a PID 
ontroller is applied to the system thatuses feedba
k linearization. The su

ess of the 
ontrol law has been examinedagainst disturban
e e�e
ts by means of simulation programs and the results wereinterpreted.1 Introdu
tionOne of the di�
ulties of 
ontrolling mi
ro-ele
trome
hani
al systems (MEMS) is thedimensional limitations. In the motor driven 
ir
ular motion systems, the size ofthe ele
tri
 motor is important. In this study, an alternative approa
h for driving therobot arm by using its magneti
 properties instead of an ele
tri
 motor is presented. Inpla
e of an ele
tri
 motor, use of a magneti
 �eld generated by passing an alternating
urrent through the wires pla
ed at spe
i�
 distan
es from the robot arm is proposed.In this way, manufa
ture of a mi
ro s
ale ele
tri
 motor 
an be avoided and also thesystem is simpli�ed.
Figure 1: Single DOF robot armAs seen in Figure 1, the robot arm with length 2L and mass M has a magneti
dipole strength of m, and 
an be freely rotated around the origin. The wires pla
edperpendi
ular to xy plane at the points (−a1, b1) and (a2, b2) 
arry ele
tri
 
urrents I1and I2. It is proposed that the robot arm moves on the desired traje
tory by 
hangingthe 
urrents. To simplify the analysis, magneti
 properties of the arm is modeled bya magneti
 dipole, pla
ed in the middle. Dire
tion of the dipole is in the dire
tion ofthe arm. 89



2 Mathemati
al Model of the SystemMoment of inertia of the magneti
 rod is
I =

1

2
ML2Equation of the motion of the system is

θ̈ =
3

4L
g sin θ +

3

4ML
Qwhere Q is the resultant of the external for
es (weight and the for
e due to the
urrents) on the 
entre of gravity.3 De�ning the Control LawPID 
ontrol in whi
h the 
oe�
ients are 
al
ulated by applying pole pla
ement tothe feedba
k linearized system has been used. Then the 
ontrol law 
an be de�ned asfollows

Q =

{
|I1| < |I2| ; I1 (C1 cos θ − C2 sin θ)
|I1| ≥ |I2| ; I2 (C3 cos θ − C4 sin θ)

.After applying feedba
k linearization to the system, the mathemati
al model of thesystem 
an be written aswhen |I1| < |I2|
θ̈ = k1e(t) + k2

d

dt
e(t) + k3

t∫

0

e(ζ)dζwhen |I1| ≥ |I2|
θ̈ = k4e(t) + k5

d

dt
e(t) + k6

t∫

0

e(ζ)dζ4 Robustness of the ControllerIn order to see the su

ess of feedba
k linearization, robustness of the 
ontroller toexternal disturban
es is examined. Thus, without making any 
hange in the 
ontrollaw of the idealized system, a 
onstant external torque of 10−7 Nm was applied anddipole moment of the magnet is assumed to be given ina

urately by 5%.
90



Figure 2: Angular position-time graph5 Simulations and ResultsThe simulation results show that, under various disturbing e�e
ts (
onstant externaltorque and unknown dipole moment), the proposed methodology and the 
ontrol lawis su

essful.
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Figure 3: Error-time graph

Figure 4: Total Ele
tri
 Current-time graph92



Libraries for treatment of ele
trostati
 intera
tionsfor Intel Xeon PhiPei
ho Petkov, Elena Lilkova, Damyan Gran
harov, StoyanMarkov, Nevena Ilieva, Leandar LitovComputer appli
ations for determining and analysing mole
ular properties are inabundan
e nowadays but with most of them the s
ope of 
urrent improvements is moreand more fo
used on e�
ien
y. It is a 
ommon pra
ti
e not only to try to improvethe algorithms, but to write ar
hite
ture dependent implementations that take fulladvantage of the intrinsi
 
hara
teristi
s of a parti
ular ma
hine or te
hnologie. Withthe emerging diversity of new te
hnologies many already existing 
odes need to berevised or rewritten in order to be suitable for the promising new ar
hite
tures andma
hines.Here, we present implementations of two libraries, optimized for Intel Xeon Phi 
o-pro
essor native exe
ution based on previously developed 
odes [1, 2℄. One of themimplements the AGBNP2 (Analyti
al Generalized Born plus Nonpolar model 2) im-pli
it solvent model [3℄ and the other � a grid-based Poisson solver.Mole
ular Dynami
s (MD) simulations are mostly performed in the presen
e of water,sin
e it is the most 
ommon solvent for most biologi
al rea
tions and determines thestru
ture and dynami
s of proteins. There are two options to take into a

ount theintera
tions of the investigated biologi
al system with the solvent: by treating thelatter either expli
itly or impli
itly, ea
h approa
h having its strong sides. In theimpli
it treatment, the solvent is 
onsidered as a 
ontinuum with the diele
tri
 and�hydrophobi
� properties of water, thus avoiding the disadvantage of having a bignumber of lo
al �noise� minima that arise from the small vibrations of the solventmole
ules [4℄.The AGBNP2 is based on a parameter-free 
onformational-dependent algorithm thatis used to 
al
ulate hydration free energies and 
ontributions to the for
es a
ting onea
h atom in the system. It estimates the pairwise des
reening s
aling 
oe�
ientsin the evaluation of the Born radii and adds a nonpolar part, 
onsisting of a 
avityformation term, proportional to surfa
e area and an attra
tive dispersion energy term,des
ribing Van der Waals intera
tions.The se
ond aforementioned library solves Poisson's equation on a grid, giving theele
trostati
 potential, 
reated by a set of 
harges. The solution is obtained itera-tively, with a stabilized bi
onjugated gradient method with a 27-sten
il approximations
heme being used [5℄.Both libraries are written in the C programming language with OpenMP paralleliza-tion utilizing the rather big amount of pro
essing units with shared memory on theIntel Xeon Phi. Spe
ial e�orts were devoted to ve
torization of the 
odes, sin
eve
tor instrun
tions are hardwarely embedded in the Xeon Phi. In addition, data93



was aligned to 64B, a

ording to Intel MIC programming guidelines [6℄ and the fastmemset/mem
py library from Intel was used.Despite all optimizations e�orts on 
omputational site, the impli
it solvent librarydidn't bring in the expe
ted speed-up. As it turned out, it is not 
al
ulations them-selves but data a

ess that determines to the largest extent the exe
ution time. Thus,in the 
ase of the Poissson-solver library, an improved s
alability was gained only afterintrodu
ing a spe
ial variable with the only fun
tion of supplying a parallel ve
torizedloop with better stru
tured data. Still both libraries remain behind the performan
eof the standard CPU exe
ution.A
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essor High-Performan
e Programming, Jim Je�ers, JamesReinders; Morgan Kaufmann (an Elsevier imprint), 2013
94



Ele
troni
 Transport in Generalized Fibona

iLatti
es: A Real-Spa
e Renormalization Approa
h tothe Kubo-Greenwood FormulaVi
enta San
hez, Fernando San
hez, Chumin Wang1 Introdu
tionThe ele
troni
 transport in ma
ros
opi
 aperiodi
 latti
es is an interesting but notwidely addressed subje
t, sin
e the transport of quantum parti
les and large aperiodi
systems both per se are not easy topi
s. Nowadays, the study of ele
troni
 states inarti�
ial stru
tures is of great importan
e in the 
ondensed matter physi
s, be
ausethey introdu
e many new physi
al properties essential for industrial appli
ations ofatomi
-s
ale devi
es. These stru
tures 
an be multilayers, quantum wires, rings,or dots, et
. In parti
ular, quasiperiodi
 and aperiodi
 systems be
ome a subje
tof remarkable interest sin
e the dis
overy of quasi
rystals [1℄ and the fabri
ation ofhigh-quality superlatti
es. Mu
h attention has been devoted to the Fibona

i latti
e,be
ause it provides a prototype stru
ture for studying quasiperiodi
 systems andpossesses 
riti
ally lo
alized ele
troni
 states. The 
orresponding energy spe
trumis neither absolutely 
ontinuous nor pure point, but singular 
ontinuous [2℄. Hen
e,the transport properties of these 
riti
ally lo
alized states are a fas
inating and stillun
lear theme. There is a generalization of the Fibona

i sequen
e and in this work wepresent an analysis of the ele
troni
 transport in ma
ros
opi
 generalized Fibona

isystems by using the Kubo-Greenwood formalism and the real-spa
e renormalizationmethod [3℄.2 FormalismLet us 
onsider the bond problem on a generalized Fibona

i 
hain (GFC), whi
h 
anbe 
onstru
ted by using a unique type of atom and alternating two sorts of bonds, Aand B, following the substitution rules A→AmBn and B→A, being m and n positiveinteger numbers. For example, the generation k = 5 of GFC with m = 1 and n = 1has the sequen
e of F1,1(5) = ABAABABA. The ele
tri
al 
ondu
tivity within thelinear response theory 
an be analyzed by means of the Kubo-Greenwood formula [4℄
σ(µ, ω, T ) =

2e2~

πΩm2

∞∫

−∞

dE
f(E)− f(E + ~ω)

~ω
Tr[pxImG

+(E + ~ω)pxImG
+(E)] (1)where Ω is the system volume, px = (im/~)[H,x] is the proje
tion of the momentumoperator along the applied ele
tri
al �eld with frequen
y ω, G+ is the one-parti
le re-tarded Green′s fun
tion, and f(E) = [exp(E−µ

kBT )+1]−1 is the Fermi-Dira
 distributionwith the Fermi energy µ and temperature T . In order to isolate the quasi
rystalline95



e�e
ts on the 
ondu
tivity, we 
onsider a simple s-band tight-binding Hamiltoniangiven by H =
∑

j tj,j+1 |j〉 〈j + 1|+ tj,j−1 |j〉 〈j − 1|, where ti,j = tA or tB being thehopping integral between nearest-neighbor atoms i and j. For an periodi
 linear 
hainwith null self-energies and hopping integral t, the d
 
ondu
tivity at zero temperatureis given by [3℄ σP = e2a
π~

(N − 1), where N is the number of atoms.On the other hand, the Landauer formalism [5℄ expresses 
ondu
tan
e (g) in termsof s
attering properties. The impurities present in 
ondu
tors leads to s
atteringof in
ident ele
trons resulting in a fra
tion of transmitted in
ident ele
trons. Thistransmitted fra
tion is 
alled transmission 
oe�
ient T (E) and it is related to g by
g(E) =

2e2

h
MT (E) (2)where M is the number of transverse 
hannels and T (E) 
an be obtained as follows.

H |ψ〉 = E |ψ〉 ⇒ ti,i+1ci+1 + ti,i−1ci−1 = Eci (3)
⇒
(
ci+1

ci

)
=

(
E

ti+1
− ti−1

ti+1

1 0

)(
ci
ci−1

)
= Ti

(
ci
ci−1

) (4)
⇒
(
cN+1

cN

)
= TNTN−1 . . . T1

(
c1
c0

)
=

(
τ11 τ12
τ21 τ22

)(
c1
c0

) (5)
⇒ T (E) =

4− (E/t)2

[τ21 − τ12 + (τ22 − τ11)E/(2t)]2 + (τ22 + τ11)2[1− E2/(4t2)]
(6)3 ResultsIn Figure 1, the d
 ele
tri
al 
ondu
tivity at zero temperature σ(µ, 0, 0) obtained fromEquation (1) is shown for GFC with tA = τtB and (a) m = n = 1 and k = 42, (b)

m = 2, n = 1 and k = 22 (
) m = 1, n = 2 and k = 28, and (d) m = n = 2 and
k = 20, where τ = (

√
5 − 1)/2. The imaginary part of the energy is 10−13|t|. Noti
ethat the GFC with n = 1 possess selfsimilar spe
tra, but the other two with n = 2have a wide high-
ondu
tivity band around E = 0.Magni�
ations of Figures 1 are presented in Figure 2. Observe that at E = 0 the
ondu
tivity σ = σP for the 
ases (a), (b) and (d). In order to ensure the existen
e oftransparent states, an analyti
al analysis is developed within the Landauer formalism.Evaluating Equation (6) at E = 0 we have
T (E = 0) =

4

[τ21 − τ12]2 + [τ22 + τ11]2
(7)For the 
ase of m = 1 and n = 1, the resulting matrix elements are

τij = −rf(i + j)[P (r)θ(k)γ[1+θ(k)]θ(i) + f(r)γθ(i)] − (j − 1)θ(k)(1 − ⌈
r

2
⌉)γθ(k)(j−i)

, (8)96



0.0

0.5

1.0

-2 -1 0 1
0.0

0.5

1.0

-2 -1 0 1 2

 

σ
(E

,0
,0

)/
σ

p

 

(a) m=1, n=1 (c) m=1, n=2

(b) m=2, n=1 (d) m=2, n=2

 

 

E/|t|

 

E/|t|Figure 1: (Color online) DC 
ondu
tivity spe
tra σ(µ, 0, 0) of GFC with tA = τtB and (a)
433494438, (b) 131836324, (
) 178956972 and (d) 268377089 atoms.where γ = tA/tB, f(r) = [1 + (−1)r]/2, p(r) = [(−1)r − 1]/2, s = 1 − 2⌊q/2⌋,
q = (k − 2) mod 4 ∈ [0, 3], r = (k − 2) mod 3 ∈ [0, 2] and θ(i) = −(−1)i. Hen
e,

T (0) = 4[f(r)(γ + γ−1)2 + (1− (−1)r)(γ1+θ(k) + γ−(1+θ(k)))2/2]−1 (9)determines the existen
e of a transparent state for k = 6, 12, 18, ... regardless the valueof γ. For the 
ase of m = 2 and n = 1,
τij =

{
γ(p(k)(−1)i)s, if i = j

0, if i 6= j
⇒ T (0) =

4

[γp(k) + γ−p(k)]2
, (10)whi
h leads to a transparent state at E = 0 for k = 2, 4, 6, .... Finally, for the 
ase of

m = 2 and n = 2,
τij =

{
(−1)i, if i 6= j

0, if i = j
⇒ T (0) = 1, (11)i.e., there is always a transparent state at E = 0.4 Con
lusionsWe have presented a detailed study of the d
 
ondu
tivity spe
tra of ma
ros
opi
 GFCwith bond disorder by using a previously developed renormalization method for the97
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E/|t|Figure 2: (Color online) Magni�
ations of Figure 1 around E = 0.Kubo-Greenwood formula. The results show qualitatively di�erent spe
tra between
n = 1 and n = 2. In parti
ular, magni�
ations of these spe
tra suggest the possibleexisten
e of transparent states at E = 0. Hen
e, we further investigate analyti
allysu
h existen
e by means of the Landauer formalism. The results ensure that we havetransparent states at E = 0 every 6 generations for the Fibona

i 
hains, every 2generations in GFC with m = 2 and n = 1, always in GFC with m = 2 and n = 2,and never for GFC with m = 1 and n = 2. This study of transparent states 
ould beuseful for the design of new ele
troni
 heterostru
tural �lters.A
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A

eleration of iterative algorithm for 
al
ulation ofunsteady, vis
ous, 
ompressible and heat-
ondu
tivegas �ows on GPUKiril S. Shterev1 Introdu
tionThe Navier-Stokes-Fourier (NSF) 
ontinuum model is widely used in many areas ofpresent day s
ien
e and industry to study di�erent mi
ro�uidi
 phenomena and de-velop and improve various mi
ro�uidi
 devi
es. Some appli
ations of these equationsare related to aerodynami
s of jets, jet engines, mi
ro-nozzles of jet printers, mi
ro-nozzles of nano- and mi
ro-satellites and many others.In this paper, extrapolation te
hnique is introdu
ed in the SIMPLE-TS �nite volumeiterative algorithm for 
al
ulation of 
ompressible Navier-Stokes-Fourier equationssubje
t of slip and jump boundary 
onditions. While in the last few de
ades sig-ni�
ant e�ort has been put in developing e�e
tive pre
onditioning te
hniques thatminimize the 
ondition number of the matrix A and maximize its sparsity (see [1℄),very little work has been published on attempts to obtain a good initial state toinitialize the iterative solver. The 
ommon pra
ti
e is to use for the initial guess ofiterative solver the solution from previous time step φn. An approximate solutionfor φn+1 
an be obtained using various te
hniques. Depending on the method andsmoothness of φ(t), φap 
an be signi�
antly 
loser to φn+1 than φn, whi
h leadingto signi�
antly redu
tion of the number of iterations.The 
ase of linear systems with a symmetri
 positive de�nite matrix and a series ofright hand sides is 
onsidered in [2℄, [3℄. Markovinovi¢ and Jansen [6℄ employed ProperOrthogonal De
omposition (POD) to a

elerate 
onvergen
e of iterative solvers, andtested it in simulations of two-phase �ow through heterogeneous porous media. Theyreported 67% redu
tion in the 
omputing time. Tromeur-Dervout and Vassilevski[9℄ suggested the method of fully impli
it time stepping, the algorithm INB-POD, a
hoi
e of initial guess for series of linear systems with di�erent unsymmetri
 matri
esand right hand sides, based on a model redu
tion. The idea is that solution of aredu
ed model provides mu
h better initial guess than that from the previous timestep. A ∼ (2-6)-fold a

eleration of a in
ompressible solver on a test 
ase 2D 
avity�ow and ∼ 1.5-fold a
tual speedup of a 
ompressible solver on a test 
ase 3D �ow pasta 
ir
ular 
ylinder are reported. Grinberg and Karniadakis [4℄ presented POD-basedextrapolation and initial guess approximation by polynomial extrapolation of valuesfrom previous time steps for ea
h node. The test 
ases are in
ompressible turbulent�ow in a stenosed 
arotid artery, and in
ompressible �ow in the intra
ranial arterialtree. The reported a

eleration, for both approa
hes, is (2.6-2.7)-fold. However, thepolynomial extrapolation of initial guess is not related to 
al
ulated equations and isindependent of neighbour nodes. This, in turn, do not requires any additional work99



for model redu
tion and parallel implementation.In this paper, the polynomial extrapolation of initial guess is applied to GPU imple-mentation of algorithm SIMPLE-TS [5℄. The a

eleration is investigated on mi
ro�u-idi
 problems 
al
ulated on GPU.2 Extrapolation approa
hThe primary dependent variables (u, v, p and T ) are extrapolated at ea
h node in
omputational domain using values of previous time step of the same node (see Fig.1).

Figure 1: Extrapolation of primary dependent variable.3 Results and ConsiderationsThe dis
retization of the 
ompressible Navier-Stokes-Fourier equations is a

om-plished by using a ba
kward staggered velo
ity grid, in whi
h all dependent �eld vari-ables (pressure, temperature and density) are 
al
ulated at a 
ell 
entre and all �owvariables (velo
ity 
omponents) are 
al
ulated at the surfa
es of a 
ell. For interpo-lation between two neighbour points a pie
ewise-linear pro�le is used to approximatethe derivations of se
ond order [7℄. A �rst order upwind s
heme is used for interpola-tion of 
onve
tive terms. More details about algorithm SIMPLE-TS 
an be found inpaper [8℄.In this paper are presented results 
onsider a

eleration of GPU algorithm SIMPLE-TS [5℄. The results are obtained on the �ne mesh (14100x300) and �rst order upwinds
heme for approximation of 
onve
tive terms and density in middle points, so thatthey 
an be used to validate the algorithm SIMPLE-TS, when the 
onve
tion termsand density in middle points are approximated by the se
ond order s
hemes. As aexample, we 
onsider a 2D steady-state laminar �ow around a small square parti
le
on�ned in a plane mi
ro
hannel as shown in Fig. 2. The Knudsen number is Kn =100



0.0103, the Ma
h number is M = 0.4. The time step is ∆t = 0.001. The initialguess is extrapolated using Lagrange polynomial of �rst order (linear extrapolation).A

eleration of 2.4-fold is obtained, when a Karman vortex street appears, Fig. 2.

Figure 2: Fields of horizontal 
omponent of velo
ity (upper part) and temperature(lower part),Kn = 0.0103,M = 0.4 and 
orrespondingRe ≈ 63, obtained extrapolateinitial guess using Lagrange polynomial of order 1.4 Con
lusionThe extrapolation of initial guess using Lagrange polynomials is simple, fast and easyfor implementation in serial and parallel 
odes. GPU implementation of algorithmSIMPLE-TS is a

elerated 2.4-fold in the 
ase under 
onsideration �ow pas a squarein a mi
ro
hannel.A
knowledgmentsThe authors appre
iate the �nan
ial support by the NSF of Bulgaria under Grant(SuperCA++) - 2009 No DCVP 02/1. The author would like to tank Prof. DS
Stefan Stefanov for valuable remarks and 
onsiderations.Referen
es[1℄ Mi
hele Benzi. Pre
onditioning Te
hniques for Large Linear Systems: A Survey.Journal of Computational Physi
s, 182(2):418�477, 2002.101



[2℄ Tony F. Chan and W. L. Wan. Analysis of proje
tion methods for solving linearsystems with multiple right-hand sides. SIAM Journal on S
ienti�
 Computing,18(6):1698�1721, November 1997.[3℄ Jo
elyne Erhel and Frederi
 Guyomar
'h. An augmented 
onjugate gradientmethod for solving 
onse
utive symmetri
 positive de�nite linear systems. SIAMJ. Matrix Anal. Appl., 21(4):1279�1299, 2000.[4℄ L. Grinberg and G. Karniadakis. Extrapolation-Based A

eleration of IterativeSolvers: Appli
ation to Simulation of 3D Flows. Communi
ations in Computa-tional Physi
s, 9(3):607�626, 2010.[5℄ E. Atanassov K. Shterev and St. Stefanov. GPU 
al
ulations of unsteady vis
ous
ompressible and heat 
ondu
tive gas �ow at supersoni
 speed. In Large-S
aleS
ienti�
 Computing, Large-S
aleS
ienti�
 Computations. Springer-Verlag BerlinHeidelberg, June 03-07 2013.[6℄ R. Markovinovi¢ and J. D. Jansen. A

elerating iterative solution methods usingredu
ed-order models as solution predi
tors. International Journal for Numeri
alMethods in Engineering, 68(5):525�541, 2006.[7℄ S. V. Patankar. Numeri
al heat transfer and �uid �ow, (Hemisphere PublishingCorporation. Hemisphare Publishing Corporation, New York, 1980.[8℄ Kiril S. Shterev and Stefan K. Stefanov. Pressure based �nite volume method for
al
ulation of 
ompressible vis
ous gas �ows. Journal of Computational Physi
s,229(2):461�480, January 2010.[9℄ Damien Tromeur-Dervout and Yuri Vassilevski. A

eleration of iterative solu-tion of series of systems due to better initial guess. In Damien Tromeur-Dervout,Gunther Brenner, David R. Emerson, and Jo
elyne Erhel, editors, Parallel Com-putational Fluid Dynami
s 2008, volume 74 of Le
ture Notes in ComputationalS
ien
e and Engineering, pages 29�40. Springer Berlin Heidelberg, 2011.

102



The in�uen
e of geometri
al nonlinearity on thedynami
s of elasti
 stru
turesStanislav Stoykov1 Introdu
tionThe dynami
al behavior of nonlinear me
hani
al systems is be
oming in
reasinglypopular among resear
hers, in the re
ent de
ades. The interest of the s
ientists is dueto the fa
t that linearity is just a �rst order approximation to reality, but also due tothe fa
t that the nonlinear terms at the equation of motion, 
an 
hange the behaviorof the system signi�
antly. The nonlinearity 
an introdu
e into the system multiplesolutions, jumps, sub-harmoni
, super-harmoni
, 
ombination or internal resonan
es,symmetry-breaking and period multiplying bifur
ations, 
haoti
 or quasi periodi
 mo-tions. These phenomena do not o

ur in linear systems. The aim of the 
urrent paperis to summarize the most popular numeri
al te
hniques used in the nonlinear dynam-i
al analysis of elasti
 stru
tures.Fundamental properties of linear vibrating systems are the linear modes of vibrationand the linear natural frequen
ies. They determine the dynami
al behavior of thelinear systems. They also have useful mathemati
al properties: they 
an be used tode
ouple the equations of motion; they 
an be used for redu
tion of the degrees offreedom of the system; free and for
ed vibrations 
an be expressed as linear 
ombi-nation of the linear normal modes. Nevertheless, linearity is a rude approximationto the reality and nonlinearity o

urs frequently in real life engineering problems.Typi
al nonlinearities of me
hani
al systems in
lude: material type of nonlinear-ity, whi
h o

urs when the stresses are nonlinear fun
tions of strains; geometri
alnonlinearity, whi
h is asso
iated with large displa
ements of solids and results intononlinear strain-displa
ement relations; nonlinearity due to inertia for
es, Coriolis or
entripetal a

elerations 
an introdu
e in the system nonlinearity; nonlinearity due tobody for
es, mainly due to magneti
 and ele
tri
 for
es; nonlinearity due to fri
tion,it o

urs be
ause the fri
tion for
e is a nonlinear fun
tion of the displa
ement andthe velo
ity like Coulomb fri
tion or hystereti
 damping.Sin
e nonlinear models are essential for better and more a

urate modeling of the me-
hani
al systems, there is need of tools for analyzing the resulting systems of nonlineardi�erential equations. For 
ontinuous systems, the equation of motion is nonlinearpartial di�erential equation. After appli
ation of spa
e dis
retization method, su
has �nite element method, a nonlinear system of se
ond order ordinary di�erentialequations is obtained. Probably the most 
ommon and 
omprehensive te
hnique foranalyzing systems of nonlinear ordinary di�erential equations is based on the 
on-
ept of nonlinear normal modes (NNM) and nonlinear frequen
y response fun
tions(NFRF). There are two main de�nitions of NNM in the literature. Rosenberg [1℄de�ned a nonlinear normal mode of 
onservative system as a vibration in unison, i.e.the system performs syn
hronous os
illation in whi
h all material points vibrate with103



the same period and a
hieve simultaneously their extreme values and stati
 equilib-rium positions. Shaw and Pierre [2℄ de�ned a nonlinear normal mode as a motionwhi
h takes pla
e on a two-dimensional invariant manifold in the phase spa
e. Ker-s
hen et al. [3℄, extended the Rosenbergâ��s de�nition for NNM, to a non-ne
essarilysyn
hronous but periodi
 motion. This de�nition is appropriate in the presen
e ofinternal resonan
es and it is used in the 
urrent work. The NFRFs are 
losely re-lated to NNMs. For
ed os
illations o

ur in the neighborhood of the free os
illations,the shape of vibration of the for
ed response is analogous to that of the neighboringfree response, appearan
e of bifur
ation point in free vibration, indi
ates that similarbifur
ation 
an appear in for
ed vibration. Finally, the NNMs and the NFRFs have
on
eptual relation to the linear normal modes and to the linear frequen
y responsefun
tions. Lyapunov showed that, for n degree of freedom (DOF) 
onservative sys-tem, there are at least n di�erent families of periodi
 solutions. These n families ofperiodi
 solutions, whi
h de�ne n NNMs, 
an be 
onsidered as the nonlinear exten-sions of the n linear normal modes of the linear 
onservative system. However, in thepresen
e of internal resonan
e, the nonlinear system 
an possess more than n NNMs,while the linear systems 
annot. The 
on
epts of NNM and NFRF 
an be 
onsideredas the natural 
ontinuation of the linear normal modes and the linear frequen
y re-sponse fun
tions.In the next se
tion, the most 
ommon methods, used for 
omputation of the NNMand NFRF, are presented, without attempting to provide a 
omplete list of thesemethods. In the third se
tion of the paper are given typi
al examples of NNM andNFRF of elasti
 stru
tures, 
onsidering geometri
al type of nonlinearity.2 Computation of NNM and NFRFThe elasti
 stru
tures, su
h as beams, plates, shells or three-dimensional stru
tures,are 
ontinuous systems and they are represented by partial di�erential equations.There are several methods for treating the PDEs, su
h as variational, weighted-residual or analyti
al. One of the most 
ommon methods is the �nite element method(FEM), whi
h was initially based on variational prin
iples. After appli
ation of theFEM for spa
e dis
retization of elasti
 stru
ture, 
onsidering geometri
al type of non-linearity, the equation of motion is obtained in the following form:
Mq̈(t) + Cq̇(t) + K(q(t))q(t) = F(t) (1)with initial 
onditions q(0) = q0 and q̇(0) = q̇0, where M is the mass matrix, K(q(t))is the sti�ness matrix, whi
h depends on the ve
tor of generalized 
oordinates q(t),

C is the damping matrix, whi
h is usually mass and/or sti�ness proportional, and
F(t) is the generalized ve
tor of external for
es.The 
omputational te
hniques of the NNM and the NFRF 
an be divided into an-alyti
al and numeri
al. The analyti
al methods are appli
able to a limited numberof 
ases and they are appropriate to small systems. The most 
ommon ones are themultiple s
ales method, the invariant manifold approa
h and the method of normal104



forms. The numeri
al methods, used to 
ompute the NNM and the NFRF, are em-ployed in two steps: (i) 
omputation of the periodi
 response, and (ii) 
ontinuationof the periodi
 solution.The initial value problem (1) is 
onverted into a two point boundary value problem byemploying the periodi
ity 
ondition q(T ) = q0 and q̇(T ) = q̇0, where T is the periodof vibration. Some of the 
ommon methods used to solve the boundary value problemare the �nite di�eren
e method or the shooting method. The shooting method �ndsiteratively the initial 
onditions q0 and q̇0 whi
h perform a periodi
 motion. The
ollo
ation method and the Poin
ar�© map method 
an also be used to 
onstru
tthe periodi
 solutions. Another popular approa
h, is to express the solution by �niteFourier series, this method is known as harmoni
 balan
e method and it is 
onsideredto be semi-analyti
al. Finally, the brute for
e approa
h is also listed here. It inte-grates the system of ODE for a long time interval. Eventually, the systems 
onvergesto an attra
tor.On
e a periodi
 solution is obtained, a s
heme whi
h 
omputes the 
ontinuum of theperiodi
 response is required. Usually, the additional parameter used in the stru
-tural vibration problems, is the frequen
y of vibration. There are three 
ommonlyused 
ontinuation s
hemes. The sequential 
ontinuation method uses the frequen
y ofvibration for 
ontinuation parameter. This method is not able to pass turning points(also known as folds or saddle nodes), but it is simple for implementation. The ar
-length 
ontinuation and the pseudo ar
-length 
ontinuation methods are able to passturning points. The former method uses the ar
-length as a 
ontinuation parameterand the additional 
onstraint is the length of the ar
. The last method imposes as a
onstraint an orthogonality 
ondition, i.e. the solution is for
ed to be orthogonal tothe predi
tor step.3 Numeri
al examplesAn aluminum beam (E = 70 GPa, ν = 0.3, ρ = 2778 kg m−3) with dimensions 0.02 mx 0.002 m x 0.58 m, and with 
lamped-
lamped boundary 
onditions is 
onsidered forthe numeri
al example. A harmoni
 point for
e, F(t) = A 
os(ωt), is applied on themiddle of the beam. The equation of motion is derived by the prin
iple of virtual workand it is dis
retized by the p-FEM. The ve
tor of generalized 
oordinates is expressedin Fourier series by assuming harmoni
s up to third order and the harmoni
 balan
emethod is applied. The resulting nonlinear algebrai
 system is solved by the ar
-length 
ontinuation method [4℄. The NFRFs, for di�erent amplitudes of the externalfor
e, and the NNM, that starts from the fundamental linear frequen
y, are presentedin Figure 1. It 
an be seen that the beam has hardening nonlinear e�e
t, whi
h isdue to the geometri
al nonlinear terms. The results show that the for
e vibrations,o

ur in the neighborhood of the free os
illations. The example also demonstratesthat the amplitude of vibration depends not only on the amplitude of the externalfor
e, but also on the frequen
y of vibration, in 
ontrast to the linear models, wherethe frequen
y of vibration does not depend on the amplitude.Further examples will demonstrate the e�e
t of the geometri
al nonlinear terms on105



Figure 1: - - - - NNM and �� NFRFs of elasti
 beam for di�erent for
e amplitudes.F(t) = A 
os(ωt), A = 0.005, 0.01, 0.02 and 0.03 N. W1 and W3 - amplitudes of �rstand third harmoni
s, h - thi
kness, ω - ex
itation frequen
y, ωl - �rst linear frequen
y.the stability of the solution. Bifur
ation points and the resulting se
ondary bran
heswith the shapes of vibration will be shown for plate and shell stru
tures.A
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A Multis
ale Multigrid Algorithm Applied to BoneTissue ModelingRosangela Svier
oski and Svetozar MargenovThere are two types of osseous tissue that form bones, the 
orti
al and the trabe
ularbone. The trabe
ular tissue is an example of deformable medium that has 
omplexhierar
hi
al morphology in the sense that essential features are needed to 
onsiderfrom nanometer to millimeter s
ales. These features modeled at various s
ales deter-mine how well the bone tissue meets 
on�i
ting me
hani
al and mass-transport needs.However, the modeling to predi
t the �ow and me
hani
al behavior in su
h systemswith hierar
hi
al stru
tures and multiple, often poorly separated length-s
ales, is very
omputationally demanding, thus making everyday me
hani
al and �ow simulationsof bone tissue impra
ti
al.The goal of this study is to propose an e�
ient numeri
al tool that redu
es signif-i
antly the 
omputational resour
es appli
able to this 
lass of problems, whi
h willenable su
h predi
tive simulations as an integral part of osteoporosis treatment. Toa
hieve that, highly heterogeneous media are 
onsidered that share similarities withtrabe
ular bone tissue's 
hara
teristi
s. The 
ontribution of the �uid phase is in-terpreted in terms of almost in
ompressible material. The related linear elasti
ityproblem has 
oe�
ients with high 
ontrast and high frequen
y. The multiple s
alesystem is set up using the displa
ement de
omposition (DD) method, and solved byusing a pre
onditioner given by an ups
aled blo
k diagonal form.The new feature is that a multilevel te
hnique is applied that in
orporates an analyt-i
al e�e
tive tensor of the respe
tive heterogeneous bulk modulus into the ups
aledblo
k diagonal, together with the averaging of the spatially variable Poisson ratio atvalues approa
hing the in
ompressibility limit ν → 0.5. This averaging relates to theapproximation of the e�e
tive tensor presented in previous work of the author [2℄.The e�
ien
y and reliability of the solver will be demonstrated numeri
ally near thein
ompressibility limit, when 
ompared with other well known ups
aled forms, su
has the arithmeti
 and harmoni
 averages.Without loss of generality, the problem at the �ne-s
ale is posed in Ω ⊂ R2, as abounded domain, with boundary Γ = ∂Ω and u = (u1, u2), is the displa
ement in Ω.The pure displa
ement deformation of a body under the in�uen
e of applied for
es,
f , (and 
onsidering only �rst order terms in the displa
ement) is des
ribed by:

{
−∇ · σ(x) = f x ∈ Ω
u(x) = 0 x ∈ ∂Ω

(1)where σ(x) is the stress tensor, and the notation (x) here and elsewhere, is to identifythe variable's spatial variablity, whi
h is the main interest here. The stress tensor has
omponents, σij(x), given by Hooke's law:
σij(x) = Σ2

k,l=1cijkl(x)εkl(u), 1 ≤ i, j,≤ 2. (2)107



The 
omponents of the strain-displa
ement tensor are given by:
εij(u) =

1

2

(
∂ui

∂xj
+
∂uj

∂xi

)
, 1 ≤ i, j,≤ 2, (3)and cijkl(x) are the spatially dependent properties des
ribing the behavior of thematerial. These properties are related to Lamé's 
oe�
ients (λ(x), µ(x)) :

λ(x) =
3K(x)ν(x)

(1 + ν(x))
= K(x)Λ(x), µ(x) =

3K(x)(1− 2ν(x))

2(1 + ν(x))
= K(x)κ(x) (4)where it has been used the relationship for the Young's module E(x) = 3K(x)(1 −

2ν(x)), as a fun
tion of spatially dependent, bulk modulus K(x), and of the Poissonratio ν(x) ∈ [0, 1
2 ). The 
ase when the spatially variable ν(x) = 1

2 − δ (δ > 0 is asmall parameter) leads to the notion of almost in
ompressible material. We observethat (1) be
omes ill-posed at the in
ompressibility limit, when ν(x)→ 1
2 .For f = (f1, f2)

T ∈ (L2(Ω))2, the weak formulation of (1) reads as �nding u ∈
(H1

0 (Ω))2 = {u ∈ (H1(Ω))2|u∂Ω = 0} su
h that for all v ∈ (H1
0 (Ω))2:

A(u,v) =

∫

Ω

λdiv(u)div(v) + 2µΣ2
k,l=1εij(u)εij(v) =

∫

Ω

fT vdx. (5)The bilinear form A(u,v) 
an be written as:
A(u,v) =

∫

Ω

< C(x)d(u),d(v) > dx (6)Where,
C(x) = K(x)




(Λ(x) + 2κ(x)) 0 0 Λ(x)
0 κ(x) κ(x) 0
0 κ(x) κ(x) 0

Λ(x) 0 0 (Λ(x) + 2κ(x))


 (7)and d(u) =

[
∂u1

∂x1
, ∂u1

∂x2
, ∂u2

∂x1
, ∂u2

∂x2

]. In the 2-D 
ase, K(x) is a 4 × 4 isotropi
 diagonaltensor. Note also that the formulation of the 
omplian
e matrix C(x) is used ina general setting, unlike the work in [3℄ where a modi�ed C(x) was used for theparti
ular 
ase of pure displa
ement.In the literature, there are estimates relating the number of V-
y
le iterations forresolving the DD system, NDD, with the number of V-
y
le iterations for the s
alarellipti
 equation, NE. For instan
e, the inequality NDD ≤ C(1 − 2ν)−1/2NE holdstrue. This result follows from the se
ond Korn's inequality, whi
h 
on
erns the 
aseof isotropi
 homogeneous media (see, e.g., [1℄). However, our results will illustratethat when the 
oe�
ients are heterogeneous, the estimate seemed not to be uniformwith respe
t to the 
oe�
ient jumps, parti
ularly for 
ontrast higher than one or-der of magnitude. The numeri
al results will also demonstrate the reliability of thepro
edure a
ross geometries and 
ontrast ratios at the in
ompressibility limit.108
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Estimation of WRF-CMAQ Modeling SystemPerforman
e UsingAQMEII Infrastru
tureD. Syrakov, M. Prodanova, E. Georgieva, K. Slavov1 Introdu
tionThe Air Quality Model Evaluation International Initiative (AQMEII) aims to build a
ommon strategy on model development and establish methodologies for model eval-uation as to in
rease knowledge on pro
esses and to support the use of models forpoli
y development [6℄. Long-term air quality simulations for North Ameri
a and Eu-rope performed by di�erent models used worldwide and the evaluation of results, bothindividually and as an ensemble, are the basis to a
hieve these obje
tives. The EN-SEMBLE system, a web-based platform for model inter-
omparison and multi-modelensemble analysis, developed by the Joint Resear
h Centre (JRC) [3, 4℄, has beenused to ar
hive and analyze both qualitatively and quantitatively the meteorologi
aland air quality (AQ) modeling results obtained. Bulgarian National Institute of Me-teorology and Hydrology (NIMH) took part in this Initiative performing simulationsover Europe for 2010.2 HIMH task settings2.1 Models usedHIMH AQ modeling group exploits US EPA Models-3 System, 
onsisting ofCMAQ (Chemi
al Transport Model, [1℄, WRF (Meteorologi
al pre-pro
essor,[7℄ ) andSMOKE (Emission pre-pro
essor, [2℄ ) linked by a set of Linux-s
ripts and FORTRANmodules in a system.2.2 Cal
ulation domainA grid of 201x201 points with resolution of 25 km is set over Europe using Lambert
onformal proje
tion with true latitudes 30N and 60N, mean meridian 13E, and 
enterat (13E,53N).2.3 Emission data and emission pro
essing.Yearly inventory data for anthropogeni
 emission prepared by Netherlands's TNO[5℄ was interpolated to NIMH's grid and pro
essed by AEmis and PEmis routines,whi
h over-posed monthly, weekly and daily pro�les on the yearly data produ
ingArea sour
e (AS) and Point sour
e (PS) emission �les for ea
h day of 2010 on hourly111



basis, pro�les provided by TNO as well. The wild �re emissions were downloadedfrom the Finnish Meteorologi
al Institute database. Respe
tive pro
essing routinewas 
reated and the resulting 3D emissions were added to the PEmis output. Thebiogeni
 emissions (VOC from vegetation and NO from soil) are prepared by SMOKEon the base of gridded LU data and 
urrent meteorology. In addition SMOKE wasused to merge the three emission �les (AS, PS and BgS) in a 
ommon CMAQ emissioninput. The sea salt and the dust emissions were 
al
ulated by modules built in CMAQv.4.6.2.4 Chemi
al boundary 
onditionsThe CMAQ 
hemi
al boundary 
onditions (BC) are prepared from ECMWF MACC-II proje
t data. After re-mapping of MACC pollutants to CMAQ ones, horizontal,verti
al and time interpolation, BC-�les for ea
h day of 2010 on hourly basis were
reated.2.5 Cal
ulations, data ar
hiving, post-pro
essingThe WRF-CMAQ modeling system was run on a 32-
ore server day by day, initial
ondition for ea
h day being last hour of the previous day. Simultaneous ar
hivingof the needed by AQMEII parameters took pla
e extra
ting them from the CMAQoutput. Intensive post-pro
essing was ne
essary as to 
onvert this data to a formatper
eivable for ENSEMBLE.3 Results and Dis
ussionIn this study we fo
used on the surfa
e values of Europe's most problemati
 pollutants- O3, NO2, PM10 and PM2.5. The observation sites in
luded in the analysis belongto an Europeanâ��wide re
tangular domain. Due to the 
oarse model grid resolutiononly ba
kground stations were used, 
lassi�ed as rural, urban and suburban ones.On the Figure 3, examples of di�erent estimates for ozone are presented, 
harts pro-du
ed by ENSEMBLE. These are: Box-Whisker plots (a), Taylor diagrams (b), meandiurnal variations (
) and yearly variations of monthly means (d) for rural (left 
ol-umn), urban (
entre) and suburban (right) stations. Analyzing model performan
ebased on 
omparison of modeling results to surfa
e observations in European widedomain the following main 
on
lusions 
an be drawn:� The model performs better at rural than at urban stations. The model systemhardy sees di�eren
es between urban and rural type of stations, predi
ting verysimilar results at both types. This is not surprisingly in view of the 
oarse modelgrid resolution and la
k of parti
ular urban parameterizations in the model;� Ozone 
on
entrations are in general overestimated while 
on
entrations of ni-trogen dioxide and parti
ulate matter are underestimated. Best statisti
al in-di
ators refer to ozone during summer, and annual NO2 and parti
ulate matter112



at rural sites. Ozone overestimation is espe
ially pronoun
ed during nighttime.Preliminary analysis points out that some de�
ien
y in NOx emission mighthave 
ontributed to this;� PM performan
e is rather poor, with large negative bias. Also the spread ofmodeled data is mu
h smaller than the spread of observed values;� The statisti
al indi
ators have values within the limits, proposed in the re
entliterature as performan
e 
riteria, whi
h take observation un
ertainty into a
-
ount.As the shown model performan
e is related only to operational model evaluation, fur-ther investigation in
luding diagnosti
 evaluations and model inter-
omparison 
ouldreveal advantages and short
omings of the NIMH air quality modeling system.
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A Numeri
al Pro
edure for Computation of theUpper Bound of the Throughput of a CrossbarSwit
h NodeTasho D. Tashev, Vladimir V. Monov1. Introdu
tion. Crossbar swit
h node is a devi
e whi
h maximizes the speedof data transfer using parallel existing �ows between the nodes of a 
ommuni
ationnetwork. In the ideal 
ase the swit
h sends pa
kets with a speed 
orresponding to thespeed with whi
h nodes produ
e these pa
kets, without delay and without losses [1℄.This is obtained by means of a non-
on�i
t 
ommutation s
hedule 
al
ulated by the
ontrol blo
k of the swit
h node.From a mathemati
al point of view the 
al
ulation of su
h a s
hedule is NP-
omplete[2℄. The existing solutions partly solve the problem, using di�erent formalisms [3℄.Constantly in
reasing volumes of the 
ommuni
ation tra�
 requires new more e�e
-tive algorithms, whi
h have to be 
he
ked for e�
ien
y. The e�
ien
y of the swit
hperforman
e is �rstly evaluated by the throughput (THR) provided by the node. Thenext important 
hara
teristi
 is the average time for waiting (average 
ell delay),before the pa
ket is send for 
ommutation.At the stages of design of swit
hes, it is �rstly assessed the THR of algorithms fornon-
on�i
t s
hedule. For a given algorithm, its THR will depend on the type ofin
oming tra�
. The in
oming tra�
 in real 
onditions is greatly variable. In orderto evaluate the properties of the suggested algorithms, they should be 
ompared byusing stri
tly de�ned properties of the in
oming tra�
 [3℄. For a 
hosen tra�
 model,THR of a swit
h depends on the load intensity ρ of its input lines.For a 
hosen algorithm, tra�
 model and load intensity ρ of the input lines, THRdepends on the dimension of its 
ommutation �eld n × n (n input lines, n outputlines) and the dimension of the input bu�er i. In our 
omputer simulations of THR,we shall denote this dependen
e by a fun
tion f i.e.:
0 ≤ THR(n, i) = f(n, i) ≤ 1, where n = 2, 3, . . . i = 1, 2, . . .Here, THR with value 1 
orresponds to 100% - normalized throughput with respe
tto the maximum throughput of the output lines of the swit
h.During the simulations as well as in analyti
 investigations we shall look for an answerof the questions:

lim
i→∞,

n=const

f(n, i) =? lim
i→∞,
n→∞

f(n, i) =?where i → ∞ means in�nitely large input bu�er and n → ∞ means in�nitely large
ommutation �eld.In the present paper, a numeri
al pro
edure for 
omputation of the upper bound ofthe THR is des
ribed, whi
h allows for a 
al
ulation of the �rst limit mentioned above.If it exists then the solution is unique. In this pro
edure we use the results from a
omputer simulation of the THR performed on the grid-stru
ture BG01-IPP of theInstitute of information and 
ommuni
ation te
hnologies IICT-BAS. Our modeling115



of the THR utilizes PIM-algorithm [4℄, Chao-model for �hotspot� load tra�
 [5℄ and
ρ = 100% load intensity of ea
h input (i.i.d. Bernoulli). The obtained results give anupper bound of the THR for n ∈ [3, 100] whi
h enables us to estimate the limit of theTHR for n→∞. This estimate is obtained to be 0.775.2. Numeri
al pro
edure for 
omputation of upper bound. We shall performsimulations for a spe
i�
 algorithm for non-
on�i
t s
hedule, a model for in
omingtra�
 and a load intensity. We 
hoose the interval for values of n and i, where i will de-�ne the in
rease in the size of the input bu�er. As a result, we will have a set of 
urvesfor sele
ted values of n ∈ [n1, n2], and i ∈ [1, 1000]. Let us 
hose values â��â��for i :

i = 1,m1,m2,m3, ...,mp, where 1 = m0 < m1 < m2 < m3 < · · · < mp.We shall perform p + 1 simulations in order to obtain p + 1 
urves for THR. Theobtained 
urves will be denoted as follows:
f1(n, i) = f(n,m0), f2(n, i) = f(n,m1), . . . , fp+1(n, i) = f(n,mp)Denote the di�eren
e between two 
onse
utive 
urves fj and fj+1 by resj :

res1(n, i) = f2(n, i)− f1(n, i) = f(n,m1)− f(n,m0)
res2(n, i) = f3(n, i)− f2(n, i) = f(n,m2)− f(n,m1)

. . .
resp(n, i) = fp+1(n, i)fp(n, i) = f(n,mp)f(n,mp−1)Denote the ratio of the values â��â��of two su

essive 
urves resj and resj+1through δj:

δ1(n, i) = res2(n, i)/res1(n, i) = (f(n,m2)− f(n,m1))/(f(n,m1)− f(n,m0))
δ2(n, i) = res3(n, i)/res2(n, i) = (f(n,m3)− f(n,m2))/(f(n,m2)− f(n,m1))

. . .
δp−1(n, i) =

= resp(n, i)/resp−1(n, i) = (f(n,mp)− f(n,mp−1))/(f(n,mp−1)− f(n,mp−2))Simulation data allow us to 
al
ulate δ1, δ2, . . . , δp−1. If we 
an �nd a dependen
y
δj+1 = φ(δj) for δ1, δ2, . . . , δp−1 in the 
ase j → ∞, then we 
an determine theexpe
ted upper bound.From the last formula we obtain:

fp+1(n, i) = f(n,mp−1) + δp−1(n, i).(f(n,mp−1)− f(n,mp−2))and for a known dependen
y δj+1 = φ(δj), we 
an write
fp+2(n, i) = f(n,mp−1) + [1 + φ(δp−1(n, i))].δp−1(n, i).(f(n,mp−1)− f(n,mp−2))

. . .
fp+q(n, i) = f(n,mp−1) + [1 + φ(δp−1(n, i)) + φ(δp−1(n, i)).φ(δp(n, i)) + . . .
· · ·+φ(δp−1(n, i)).φ(δp(n, i)). . . . φ(δp+q−3(n, i))].δp−1(n, i).(f(n,mp−1)−f(n,mp−2))When q →∞ then f(p+q→∞)(n, i) is the ne
essary bound lim i→∞,

n=const
f(n, i).If there is an upper bound of the throughput of a swit
h node, it is 
lear that thedependen
y δj+1 = φ(δj) exists. Then the sum

[1 + φ(δp−1(n, i) + · · ·+ φ(δp−1(n, i)).φ(δp(n, i)). . . . φ(δp+q−3(n, i))]for q →∞ is 
onvergent and has a boundary.3. Finding dependen
ies δj+1 = φ(δj). We have found one su
h relation forour model of PIM-algorithm, spe
i�ed by means of Generalized nets [6℄, with Chao-model for �hotspot� load tra�
, for whi
h we de�ned the family of patterns Chaoifor tra�
 matri
es [7℄. For a simulation with this family of patterns we have 
hosen116



the sequen
es for i : i = 1,m1,m2,m3, ...,mp, . . . . Here, we present the result forsimulations with m = 2. This is the minimal value of m in its de�nition area m ∈
[2, 3, 4, . . . ).When m = 2, then i = 1, 2, 4, 8, 16, 32, 64, . . . , 2p, . . . . The initial evaluation of therequired number of 
urves for THR is at least 4 (from Pattern Chao1). In our example,we have seven 
urves (patterns). In the �gures below, Chaoi is denoted as Ci for
i = 1, 2, . . . We get results for C1, C2, C4, C8, C16, C32, C64 - whi
h are shown inFigure 1a. The dimension n varies from 3× 3 to 100× 100 and 10 000 simulations forea
h pattern. Then we 
al
ulate the di�eren
e between throughput for neighboringpatterns. The obtained 
urves for the di�eren
es are shown in Figure 1b.
Figure 1: a) Throughput for Chao1, . . . , Chao64 b) Di�eren
es between throughputThen we 
al
ulate the 
onvergen
e parameter δj whi
h is the ratio of the di�eren
esand the obtained 
urves are shown in Figure 2a. The values of δj tend to (1, 41 ±
0, 05)−1.From our simulations in the 
ase m = 2, we have drawn the following 
on
lusion:Con
lusion: The dependen
e δj+1 = φ(δj) is a 
onstant, i.e. δj+1 = δj = 2−1/2with an a

ura
y depending on the error of simulations. Thus, δj(n, i) = const when
i ∈ [1,∞), n ∈ [n1, n2], m = const (i = 1,m1, . . . ,mp, . . . ), with an a

ura
y withinthe error of simulations.As a 
onsequen
e, the upper boundary in 
ase m = const 
an be 
al
ulated as:

fp+1(n, i) = f(n,mp−1) + δ(m).(f(n,mp−1)− f(n,mp−2))
fp+2(n, i) = f(n,mp−1) + (δ(m) + δ2(m)).(f(n,mp−1)− f(n,mp−2))

. . .
fp→∞(n, i) = f(n,mp−1)+[δ(m)+δ2(m)+· · ·+δp(m)+. . . ](f(n,mp−1)−f(n,mp−2)) =
= f(n,mp−1)+[m−1/2+(m−1/2)2+ · · ·+(m−1/2)p+ . . . ].(f(n,mp−1)−f(n,mp−2)) =
= f(n,mp−1) + [m−1/2 + [(m1/2 − 1)−1].(f(n,mp−1)− f(n,mp−2))In this simulation m = 2 and we 
al
ulate the boundary by

fp→∞(n, i) = f(n, 64) + [(21/2 − 1)−1].(f(n, 64)− f(n, 32))The result is shown in Figure 2b. Thus we 
on
lude that limi→∞,
n→∞

f(n, i) = 0, 775±
0, 001.The di�eren
es between the values of δj obtained in the simulations and the value
δ(m) = m−1/2 are equal to the absolute error of the simulations.117



Figure 2: a) Ratio 1/δ1, 1/δ5 between di�eren
es b) Upper boundary of throughput4. Con
lusion. Our 
omputer simulation 
on�rms appli
ability of the suggestednumeri
al pro
edure. The obtained results give an upper bound of the THR for
n ∈ [3, 100] whi
h enables us to estimate the limit of the THR for n → ∞. Thisestimate is obtained to be 0.775.In a future study, the suggested pro
edure will be tested using other models of thein
oming tra�
, for example uniform and unbalan
ed tra�
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Renormalization Plus Convolution Method Appliedto the Analysis of AC Resonant States in Aperiodi
NanowiresChumin Wang, Vi
enta San
hez1 Introdu
tionNanowires with axial and/or 
ore-shell heterostru
tures possess fas
inating stru
ture-property relationships derived from quantum 
on�nement and interfa
e e�e
ts. Forexample, their unique density of states in the limit of small diameters, 
an manifest inmany ele
troni
 and opti
al properties su
h as diameter dependent thermal 
ondu
-tivity [1℄, that are quite di�erent from their ma
ros
opi
 solid. Nanowires 
an also a
tas sensing probes for 
hemi
al and bio
hemi
al substan
es as they 
an o�er smaller,more sensitive, less power 
onsuming, and faster rea
ting sensors. Their sensor op-eration involves the reversible 
hange in the 
ondu
tan
e of the nano-stru
ture uponabsorption of the agent to be dete
ted. As nanowires have large surfa
e to volumeratio and small 
ross-se
tion available for 
ondu
tion 
hannels, they show in
reasedsensitivity and faster response time. Traditionally, the nanowires with diameters offew nanometers and high aspe
t ratio are studied by using the super
ell model in there
ipro
al spa
e. However, their axial heterostru
tures as well as their zigzag geome-try are frequently non-periodi
 and then, the re
ipro
al-spa
e approa
h is inadequateor useless. In this paper, we study the a
 
ondu
tivity of aperiodi
 nanowires by usingthe Kubo-Greenwood formalism and taking the advantage of a previously developedrenormalization plus 
onvolution method [2℄.2 FormalismCore-shell nanowire heterostru
tures have been widely studied in the last years [3℄.One example of them is shown in Figure 1, where two types of blo
ks with 89 hoppingintegrals, tA or tB, are alternated following periodi
 or Fibona

i sequen
es along thenanowire. On ea
h 
ross-se
tion plane there are 25 
ore atoms with site energy εc(blue balls) and 24 shell ones with εs (red balls).In the linear response theory, the ele
tri
al 
ondu
tivity (σ) 
an be analyzed by usingthe Kubo-Greenwood formula given by [4℄
σ(µ, ω, T ) =

2e2~

πΩm2

∫ ∞

−∞

dE
f(E)− f(E + ~ω)

~ω
Tr[pxImG

+(E + ~ω)pxImG
+(E)](1)where Ω is the system volume, px = (im/~)[H,x] is the proje
tion of the momentumoperator along the applied ele
tri
al �eld with frequen
y ω, G+ is the one-parti
le re-119
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Figure 1: (Color online) S
hemati
 representation of a 
ore-shell heterostru
ture nanowirewith 25 
ore and 24 shell atoms on ea
h plane.tarded Green′s fun
tion, and f(E) = [exp(E−µ
kBT )+1]−1 is the Fermi-Dira
 distributionwith the Fermi energy µ and temperature T .In order to isolate quasi
rystalline e�e
ts on the 
ondu
tivity, we 
onsider a simple

s-band tight-binding Hamiltonian given by H =
∑

j{εj |j〉 〈j| + tj,j+1 |j〉 〈j + 1| +
tj,j−1 |j〉 〈j − 1|}, where εj = εc or εs and ti,j = tA or tB between nearest-neighboratoms. To study nanowires, the real-spa
e renormalization method is 
ombined withthe 
onvolution theorem, whi
h leads to [2℄

σ(µ, ω, T ) =
1

Ω⊥

∑

β

σ‖(µ− Eβ , ω, T ) (2)where Eβ are eigenenergies of the perpendi
ular subspa
e Hamiltonian for the 
ross-se
tion planes and σ‖(E,ω, T ) is 
al
ulated by using the one-dimensional renormal-ization method. The ele
tri
al 
ondu
tan
e (g) of nanowires are 
al
ulated by meansof g(µ, ω, T ) = σ(µ, ω, T )Ω⊥/Ω‖, where Ω⊥ and Ω‖ are the 
ross-se
tion area and thenanowire length along the applied ele
tri
 �eld, respe
tively.3 ResultsIn Figure 2, the d
 ele
tri
al 
ondu
tan
e g(µ, 0, 0) of (a) periodi
, (b) periodi
 
ore-shell with ∆ε = εc − εs = 2|t|, (
) periodi
 
ore-shell with ∆ε = 10|t| nanowireheterostru
tures of 832040 A-type blo
ks and 832040 B-type ones are shown for
tA = tB (gray lines) and tA = 0.9tB (pink lines). These nanowires are 
onne
tedto two semi-in�nite periodi
 leads with null site energies and hopping integrals t.120



The 
al
ulation in
ludes an imaginary part of the energy of 10−13|t|. Noti
e that forthe single-type-blo
k periodi
 nanowires, tA = tB, there are perfe
t quantum stepsin units of g0 = 2e2/h and g diminishes in two-type-blo
k heterostru
tures. When
∆ε = 10|t|, two separated 
ondu
ting bands are observed. Ea
h of these bands are
entered on the site energies of ±5|t|. In Figures 2(a'-
') the 
orresponding d
 ele
-tri
al 
ondu
tan
e of heterostru
tures with 832040 A-type and 514229 B-type blo
ksordered following the Fibona

i sequen
e are illustrated (violet lines). Note the highlyos
illating spe
tra originated from a densely distributed band-gap stru
ture.
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�/|t|Figure 2: (Color online) Ele
tri
al 
ondu
tan
e (g) of (a-
) periodi
 and (a'-
') quasiperiodi

ore-shell nanowire heterostru
tures.The a
 
ondu
tan
e spe
tra g(µ, ω, 0) are presented in Figure 3 for (a) a periodi
nanowire and (b) a 
ore-shell quasiperiodi
 nanowire as in Figure 2(b') with 21 A-type and 13 B-type blo
ks. Observe in (a) the Drude-de
ay behavior of g(µ, ω, 0) as
ω in
reases for the periodi
 
ase. However, for the quasiperiodi
 
ore-shell nanowire
g(µ, ω, 0) 
an signi�
antly improve the ballisti
 
ondu
tan
e given in Figure 3(a) atthe 
ondu
ting band edges. This phenomenon is due to the resonant s
attering pro
essin quasiperiodi
 heterostru
tures. The spe
trum averaged values of g(µ, ω, 0) (open
ir
les), as well as their maximum and minimum values (error bars) are summarizedin Figure 3 for quasiperiodi
 nanowires as in Figure 2(b') with the numbers of A-typeand B-type blo
ks of (2,1), (3,2), (5,3), (8,5), (13,8) and (21,13), respe
tively.
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Figure 3: (Color online) AC 
ondu
tan
e spe
tra g(µ, ω, 0) of (a) periodi
 and (b) quasiperi-odi
 
ore-shell nanowire heterostru
tures. The spe
trum averaged a
 
ondu
tan
e (open
ir
les), as well as the 
orresponding maximum and minimum values (error bars) are shownfor the quasiperiodi
 
ase.4 Con
lusionsThe real-spa
e renormalization method seems to be a very e�
ient manner to addressaperiodi
 systems, su
h as interfa
es in ele
troni
 devi
es. Moreover, 
ombining withthe 
onvolution theorem, the Kubo-Greenwood formula 
an be evaluated in an exa
tway for multidimensional latti
es. The results show a
 resonan
e peaks signi�
antlylarger than the ballisti
 ones for several µ and ~ω. The resonan
e frequen
ies (~ω) aredetermined by the di�eren
e of eigenenergies, whi
h 
an be explained by the Fermiï¿½sgolden rule [5℄. On the other hand, the 
ore-shell and segmented heterostru
turesdiminish the d
 
ondu
tivity, but 
an 
ause truly high resonant a
 
ondu
tion at theband edges.A
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Multi
riteria Analysis of Ontologi
ally RepresentedInformationKatarzyna Wasielewska, Maria Ganzha, Mar
in Paprzy
ki,Ivan LirkovThe presented work is another attempt to a
hieve and extend goals presented in [4, 1℄,i.e. to design a de
ision support system for the software sele
tion problem. The mainidea is to utilize expert knowledge, to help the user in sele
ting the best method /software / 
omputer resour
e to solve a 
omputational problem, e.g. from the domainof numeri
al linear algebra. To a
hieve that: (1) expert knowledge has to be 
apturedand represented, and (2) an e�
ient method for utilization of this knowledge has tobe proposed. In [4℄ author suggested that domain experts 
ould express fun
tionalrelations between properties of the mathemati
al problem and the performan
e of thesoftware. Moreover, he 
onsidered the problem of knowledge a
quisition, i.e. how to
onstru
t a knowledge base that 
an be easily extended and handled. Pra
ti
al aspe
tsof software sele
tion were dis
ussed in [1℄. There, authors proposed a problem solvingenvironment (named EPODE), fo
used on the initial value problems for ordinarydi�erential equations. Mat
hmaking in EPODE is based on de
ision trees, whilean expert system with a knowledge base is prepared by the domain experts. Othersoftware sele
tion systems, in the area of di�erential equations (des
ribed in [11, 2℄),in
lude de
ision me
hanisms based on de
ision trees or data mining of the performan
ehistory. Unfortunately, neither of these systems is �
ontinued� today.In this 
ontext, we hope that appli
ation of modern tools, su
h as ontologi
al represen-tation of domain knowledge and semanti
 data pro
essing supported by multi
riterialanalysis will allows us to develop a system that will e�
iently support users. Here,note that, the 
ru
ial aspe
t of designing a knowledge representation s
heme is itstransparen
y and ease of use. We believe that expressiveness of ontologi
al languageswill allow to 
apture and represent expert knowledge in an intuitive and user-friendlyway.The 
ontext of the work is provided by the Agents in Grid proje
t (AiG [8℄), whi
haims at development of an agent-semanti
 infrastru
ture for e�
ient resour
e manage-ment in the Grid. De
ision support within the system should help the user to 
hoosean optimal algorithm and/or resour
e to solve a problem from a given domain, andlater to 
hoose the best 
ontra
t de�ning terms of 
ollaboration with the providerof 
omputer resour
e. The system should assist users with no in-depth knowledgeof �
omputing� by sele
ting the method and the resour
e that (together) best �t theproblem to be solved (and then �nd the needed resour
es). The best 
ontra
t to besele
ted is a result of autonomous multi-round negotiations. As a starting point, thedomain of linear algebra was modeled. While the de
ision to use ontologies through-out the system was made (e.g. for storage of expert knowledge / opinions), another
ru
ial step is to sele
t and apply multi
riterial de
ision making method. To 
hoosethe best method, the following premises have to be 
onsidered:123



1. knowledge is 
aptured from multiple experts (de
ision-makers) and 
an havedi�erent weights (priorities), depending on how a given expert is 
on�dent inthe sele
ted domain,2. multiple 
riteria 
an have di�erent priorities, e.g. the pri
e may be regarded asmore important than time of 
ompletion when spe
ifying terms of 
ollaboration,3. 
riteria are multi-dimensional, both quantitative and qualitative,4. advantageous would be the possibility to model the de
ision problem as a tree,where the root is the problem and subsequent levels represent 
riteria, furtherde
omposed into sub
riteria,5. another advantage would be to be able to 
he
k 
onsisten
y of data providedby the user.Here, note that during method and/or resour
e sele
tion the system should 
onsideraggregated re
ommendation of many experts, i.e. the system should �develop� oneopinion from the set of expert opinions that is �
losest� to all of them with regard toa given topi
.The �rst method evaluated in the 
ontext of the AiG proje
t was the Analyti
alHierar
hy Pro
ess (AHP; [6℄). This is a well known and widely applied method toapproa
h 
omplex problems, taking into a

ount subje
tive assessment by multiplede
ision-makers. The AHP allows to perform aggregation on two levels: (i) preferen
esregarding 
riteria, (ii) assessment of alternatives. Moreover, the de
ision problem 
anbe stru
tured as a tree with root being the problem itself. The importan
e of agiven 
riteria is assessed with respe
t to the parent 
riteria. Cru
ial for 
al
ulatingpriorities of the 
riteria is the 
onstru
tion of the 
omparison matri
es, in whi
h theuser (or the expert) expresses preferen
es regarding pairs of 
riteria from a givenlevel. These preferen
es are later weighted to obtain global priorities. There is alsoa possibility to 
he
k the 
onsisten
y of spe
i�ed preferen
es and thus to validateuser's input. This approa
h is more user-friendly and transparent than analyzingand assigning weights dire
tly to all 
riteria. In the AiG, both the requirementsand the alternatives are represented with ontology 
lass expressions and ontologyinstan
es. Sin
e ontology 
an be depi
ted as a dire
ted graph (in our 
ase, a
y
li
),requirements and alternatives 
an be easily transformed into problem trees, wherethe root is the 
lass expression or the instan
e, edges are properties and 
hildren arevalues of properties. Detailed des
ripiton of AHP utilization in the AiG 
an be foundin [9, 10℄.Besides the AHP, other de
ision making methods were resear
hed in order to assessthem in the 
ontext of the AiG s
enario and use with ontologies. We have 
onsideredan extension of the AiG de
ision support module with the implementation of theTOPSIS method (Te
hnique for order preferen
e by similarity to ideal solution; [7℄)supported by the ontologi
al mat
hmaking [5℄. The TOPSIS method is based on theidea of ideal and negative ideal alternatives that represent best and worst possible�o�ers.� The goal is to 
hoose an alternative that is the 
losest to the ideal and the124



furthest from the negative ideal. In 
ase of the AiG, 
onstru
tion of ideal and neg-ative ideal is quite intuitive for the 
ontra
t sele
tion (with one expert), sin
e thealternatives are 
omposed of respe
tively best and worst values re
eived in o�ers. Inthe 
ase of expert re
ommendations, the ideal alternative for an expert is the onethat she spe
i�ed, while negative ideal should be provided separately by ea
h expert.In our 
ase mutltiple de
ision-makers have to be 
onsidered, so the global ideal andthe negative ideal 
an be estimated as an average of experts preferen
es. The nextstep is to determine the separation from the ideal and the negative ideal. Here, onto-logi
al mat
hmaking 
an be utilized. It allows to measure semanti
 distan
e betweenontology instan
es, where the ontology is represented as a graph. Additionally, thismethod seamlessly �ts multiple experts re
ommendations and user requirements. The
al
ulation of the distan
e is divided into two phases: (i) semanti
 distan
e between
on
epts in the 
on
eptual model, and (ii) semanti
 relevan
e between instan
es. The�rst phase is prepared by experts who assign distan
es between 
on
epts, that arelater aggregated (
orresponds to preparation of expert opinions and 
omparison ma-tri
es in the AHP). The se
ond phase is analogous to s
aling expert distan
es bypriorities assigned by the user. It should be noted that this approa
h ni
ely �ts withontologies. However, to handle multiple experts it requires additional step of the spe
-i�
ation of a negative ideal alternative, and analyzing the whole 
on
eptual model toassign distan
es.Moreover, we inspe
ted the PROMETHEE method [3℄ that does not in any waytake advantage of ontologi
al representation of data. However, it was designed as agroup de
ision support method, i.e. it supports multiple de
ision-makers, and involvessensitivity analysis and 
on�i
t resolution. Here, the �rst step is the sele
tion of theevaluation 
riteria (
ommon and individual to the expert) as well as the preferen
efun
tions. In the AiG this 
an be done by analyzing the ontology 
lass expression, withrequirements provided by the user and expert opinions. Afterwards, ea
h de
ision-maker evaluates alternatives (all registered opinions, or 
ontra
t o�ers) and obtainsalternative ranking, by 
al
ulating the net �ow value for ea
h of them. The last stepis to �nd the global 
onsensus solution, by analyzing the global evaluation matrix,where the alternative net �ows are aggregated and s
aled by the expert weight. Eventhough, the PROMETHEE is designed for group de
ision making, it does not allowto stru
ture the problem hierar
hi
ally and ea
h expert has to sele
t the preferen
efun
tions for all 
riteria dire
tly, whi
h is not as intuitive as pairwise 
omparisonswith the verbal s
ale.While, above, we have des
ribed three methods, during the presentation we will brie�yanalyze also other possible methods, e.g. linear additive model, multi-attribute utilitytheory.Referen
es[1℄ D.Pet
u and V.Negru. Intera
tive system for sti� 
omputations and distributed
omputing. In Pro
eedings of IMACS'98: International Conferen
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ienti�
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Non-linear systems of PDEs arising in large-s
aleenvironmental modelsZahari Zlatev, Krassimir Georgiev, Ivan Dimov1 Introdu
tion of the systems of PDEs arising inlarge-s
ale environmental modelsWe shall restri
t ourselves to the topi
 of long-range transport of air pollution andto a parti
ular model (UNI-DEM, the Uni�ed Danish Eulerian Model, [11, 13℄), butmost of the results 
an easily be extended to other environmental models. UNI-DEMis des
ribed mathemati
ally by the following system of partial di�erential equations(PDEs):
∂ci
∂t

= −u∂ci
∂x
− v ∂ci

∂y
horizontal transport

+
∂

∂x

(
Kx

∂ci
∂x

)
+

∂

∂y

(
Ky

∂ci
∂y

) horizontal diffusion
+Qi (t, x, y, z, c1, c2, . . . , cq) + Ei(t, x, y, z) 
hemi
al rea
tions +emissions (1)
+(k1i + k2i)ci dry and wetdepositions
−w∂ci

∂z
+

∂

∂z

(
Kz

∂ci
∂z

)
, verti
al transport

i = 1, . . . , q, number of equations (
hemi
al spe
ies).The di�erent quantities for the 
hemi
al spe
ies i at point (x, y, z) of the spa
e domainand at time t of the time-interval involved in (1) are brie�y des
ribed below:� ci = ci(t, x, y, z) is the 
on
entration ,� u = u(t, x, y, z), v = v(t, x, y, z) and w = w(t, x, y, z) are wind velo
ities (alongthe Ox, Oy and Oz dire
tions respe
tively),� Kx = Kx(t, x, y, z),Ky = Ky(t, x, y, z) and Kz = Kz(t, x, y, z) are di�usivity
oe�
ients (it is often assumed that Kx and Ky are non-negative 
onstants,while the 
al
ulation of Kz is normally rather 
ompli
ated),� ki1 = k1i(t, x, y, z) and k2i = k2i(t, x, y, z) are deposition 
oe�
ients (dry andwet deposition respe
tively).� Ei = Ei(t, x, y, z) is an emission sour
e.127



2 Applying splitting te
hniquesThe system of partial di�erential equations (1) 
an be split ([13℄) into the followingthree sub-systems:
∂c

(1)
i

∂t
= −w∂c

(1)
i

∂z
+

∂

∂z

(
Kz

∂c
(1)
i

∂z

)
, (2)

∂c
(2)
i

∂t
= −u∂c

(2)
i

∂x
− v ∂c

(2)
i

∂y
+

∂

∂x

(
Kx

∂c
(2)
i

∂x

)
+

∂

∂y

(
Ky

∂c
(2)
i

∂y

) (3)
∂c

(3)
i

∂t
= Qi(t, x, y, z, c

(3)
1 , c

(3)
2 , . . . , c(3)q ) + Ei(t, x, y, z) + (k1i + k2i) c

(3)
i . (4)The verti
al ex
hange is des
ribed by the �rst of these three sub-systems. The hori-zontal transport (the adve
tion) and the horizontal di�usion is des
ribed by the se
ondsub-system. The last sub-system des
ribes the 
ombination of the 
hemi
al rea
tions,the emission sour
es and the deposition.The three sub-systems are fully de�ned by (2)-(4), but not the splitting pro
edure,whi
h will be determined only when it is explained how these sub-systems are 
om-bined. The simple sequential splitting pro
edure, whi
h is obtained as explainedbelow, is applied in UNI-DEM. Let us assume that the spa
e domain is dis
retizedby using a grid with Nxyz = Nx × Ny × Nz grid-points, where Nx, Ny and Nz arethe numbers of the grid-points along the grid-lines parallel to the Ox, Oy and Ozaxes. Assume also that the number of 
hemi
al spe
ies involved in the model is

Ns = q. Finally, assume that approximate values of the 
on
entrations (for all spe
iesand at all spatial grid-points) have already been found for t − tn. These values 
anbe 
onsidered as 
omponents of a ve
tor-fun
tion c(tn, xi, yj, zk) ∈ RNx×Ny×Nz×Ns .The next time-step, time-step n + 1 (tn+1 = tn + ∆t where ∆t is some in
rement),
an be performed by solving su

essively the three sub-systems. The approximations
c(tn, xi, yj , zk) are used as initial 
onditions in the solution of (2). The solution of(2) is used as an initial 
ondition of (3). Finally, the solution of (3) is a

epted as aninitial 
ondition of (4). Then the solution of (4) is 
onsidered as an approximation to
c(tn+1, xi, yj , zk). When these 
al
ulations are 
ompleted, everything is prepared forthe 
al
ulations in the next time-step, step n+ 2.The great advantage of any splitting pro
edure that is based on the above three sub-systems is due to the fa
t that no extra boundary 
onditions are needed when (2)-(4)are used. This is true not only for the sequential splitting pro
edure sket
hed above,but also for any other splitting pro
edure based on the sub-systems de�ned by (2)-(4).3 Sele
tion of numeri
al methodsFirst and foremost it must be mentioned here that di�erent numeri
al algorithms
an be applied in the di�erent sub-systems and this is one of the big advantages of128



using splitting te
hniques. This means that for ea
h sub-system one 
an sele
t themost suitable of the available algorithms. Assume that the spatial derivatives aredis
retized by the sele
ted numeri
al algorithm. Then the three systems of PDEsrepresented by (2) - (4) will be transformed into three systems of ODEs (ordinarydi�erential equations):
dg(1)

dt
= f (1)

(
t, g(1)

)
,

dg(2)

dt
= f (2)

(
t, g(2)

)
,

dg(3)

dt
= f (3)

(
t, g(3)

)
. (5)Ea
h 
omponent of the fun
tions g(m)(t) ∈ RNxyz×Ns ,m = 1, 2, 3 is an approximationat time t of the 
on
entration at one of spatial grid-points and for one of the 
hemi
alspe
ies. The 
omponents of right-hand-side fun
tions f (m)(t) ∈ RNxyz×Ns ,m = 1, 2, 3depend both on quantities involved in the right-hand-side of (1) and on the parti
ularnumeri
al algorithms that are used in the dis
retization of the spatial derivatives.A linear �nite element method is used to dis
retize the spatial derivatives in (2)and (3). The spatial derivatives 
an also be dis
retized by sele
ting other numeri
almethods as, for example, �nite di�eren
es, a pseudo-spe
tral dis
retization, a semi-Lagrangian dis
retization, et
, see .g. [13℄.The �rst system of ODEs in (5) 
an be solved by using many 
lassi
al time-integrationmethods. The well-known Θ� method with Θ = 0.75 is 
urrently used in UNI-DEM.Several predi
tor-
orre
tor (PC) methods with several di�erent 
orre
tors, whi
h aredis
ussed in [10℄, are used in the solution of the se
ond system of ODEs in (5). The
orre
tors are 
arefully 
hosen so that the absolute stability properties of the methodare 
onsiderably improved. More details 
an be found in [10, 13, 12℄.The treatment of the third system in (5) is more 
ompli
ated, be
ause it is bothtime-
onsuming and very sti�. Often the QSSA (Quasi-Steady-State-Approximation)method, whi
h is very simple and relatively stable but not very a

urate (and has to berun with a small time-stepsize), is sele
ted for the solution of this system. An improvedversion of the QSSA method was implemented in UNI-DEM. Classi
al numeri
almethods for sti� systems of ODEs (the Ba
kward Euler Method, the Trapezoidal Ruleand Runge-Kutta algorithms) lead to the solution of non-linear systems of algebrai
equations (whi
h have to be handled by some quasi-Newton iterative method) and,therefore, they are normally more expensive. On the other hand, these methods
an be in
orporated with an error 
ontrol and normally with 
onsiderably largertime-steps. Partitioning 
an also be used. Some 
onvergen
e problems related tothe implementation of partitioning have been studied in [12℄. For more details see[1, 2, 10, 11, 12, 13℄.4 Parallelization te
hniquesThe greatest advantage of using splitting pro
edures is the appearan
e in a quitenatural way of many parallel tasks. It is easy to see that (a) the �rst system of ODEsin (5) 
ontains Nx ×Ny ×Ns independent tasks (for ea
h 
hemi
al 
ompound, ea
hsystem along a verti
al grid-line 
an be treated independently), (b) the se
ond system129



of ODEs in (5) 
ontains Nz×Ns independent tasks (for ea
h 
hemi
al 
ompound thesystem along a horizontal grid-plane 
an be treated independently) and (
) the thirdsystem of ODEs in (5) 
ontains Nxyz independent tasks (the 
hemi
al 
ompoundsat ea
h grid-point 
an be treated independently of the 
hemi
al 
ompounds at theother grid-points). Standard parallel tools, OpenNP and MPI, are used in parallelversion of UNI-DEM. More details in [1, 11, 13℄. Results from many tests indi
ate thatthe algorithm based on the MPI te
hnique is performing better than the algorithmexploiting the OpenMP tools when UNI-DEM is run on parallel 
omputers (see e.g.[1, 13℄.5 Some important appli
ationsUNI-DEM has been used in many di�erent studies (many of them are reported in[3, 4, 5, 6, 7, 8, 9, 12, 14, 15℄. Investigations of the in�uen
e of the 
limate 
hangeson pollution levels in (a) Europe [5, 9℄, (b) Denmark [16℄, (
) the Balkan Peninsula[14℄[15℄ and (d) Hungary with its surroundings ([15℄ have re
ently been 
arried out.6 Con
luding remarksIf we assume that Nx = Ny = 480, Nz = 10, Ns = 480 are used (as in [5, 6, 9, 14,15, 16℄), then the total number of equations is 80 640 000 and 213 120 time-stepsare needed to perform 
al
ulations with meteorologi
al and emission data 
overinga whole year. Moreover, 
al
ulations over a long time-period (sixteen years) wereneeded in [5, 6, 9, 14, 15, 16℄. It is 
lear that it was possible to resolve the enormous
omputational problems only if (a) e�
ient splitting pro
edures are used, (b) suitablenumeri
al methods are sele
ted for ea
h sub-model and (
) parallel 
omputationsare applied. It should nevertheless be emphasized that further improvements in
onne
tion with the tasks related to (a)�(
) are highly desirable.A
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