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Abstract

This presentation focuses on Monte Carlo SPAI pre-conditioner. In contrast to the standard deterministic SPAI pre-conditioners
that use the Frobenius norm, a Monte Carlo pre-conditioner that relies on the use of Markov Chain Monte Carlo methods to
compute a rough matrix inverse (MI) is given. The advantage of this method is that the same approach is applied to sparse and
dense matrices and that complexity of the Monte Carlo matrix inversion is linear of the size of the matrix. The behaviour of the
proposed algorithm is studied, its performance is investigated and a comparison with the standard deterministic SPAI, as well as
the optimized and parallel MSPAI algorithm is made. Further Monte Carlo SPAI and MSPALI are used for solving systems of
linear algebraic equation using BICGSTAB and a comparison of the results is also made.



