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Abstract: Large-scale air pollution models, which are normally described mathematically as 

systems of partial differential equations, must very often be run efficiently on high-speed 

computer architectures. The requirement for efficiency is especially important when some 

fine discretization of the spatial domain is to be applied. In practice, this means that an 

efficient implementation of such a model on fast modern computers must nearly always be 

achieved, because as a rule fine grids are needed in the efforts to avoid the appearance of 

numerical errors that are comparable with or even larger than the errors which are caused by 

other reasons (uncertainties of the meteorological data, of the emission data, of the rates of 

the involved chemical reactions, etc.). The organization of the parallel computations will be 

discussed in this chapter of the eBook. The major principles, on which the parallelization is 

based, are rather general and, therefore, some of the discussed techniques can also be applied 

in connection with some large-scale models arising in other areas of science and 

engineering. 
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INTRODUCTION 

Five major physical and chemical processes have to be taken into account and to 

be described by mathematical terms when a large-scale air pollution model is to 

be developed. This will normally lead to a system of partial differential 

equations (PDEs). The number of equations in this system is equal to the number 

q  of chemical species that are studied by the model. 
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The Unified Danish Eulerian Model (UNI-DEM), which is discussed in [1, 2, 3], 

will be used in this chapter. This model is described mathematically by the 

following system of PDEs: 
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The different quantities involved in (1) are briefly described below: 

  z,y,x,tcc ss   is the concentration of the chemical species s  at 

point  z,y,x  of the space domain and at time t of the time-interval, 

  z,y,x,tuu  ,  z,y,x,tvv   and  z,y,x,tww   are wind 

velocities (along the Ox , Oy  and Oz  directions respectively) at the 

spatial point  z,y,x  and time t , 

  z,y,x,tKK xx  ,  z,y,x,tKK yy   and  z,y,x,tKK zz   are 

diffusivity coefficients at the spatial point  z,y,x  and time t  (it is 

often assumed that xK  and yK  are non-negative constants, while the 

calculation of zK  is normally rather complicated), 

  z,y,x,tkk s1s1   and  z,y,x,tkk s2s2   are deposition 

coefficients (dry and wet deposition respectively) of the chemical 

species s  at the spatial point  z,y,x  and time t  of the time-interval. 

It should be mentioned here that for some of the species these 
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coefficients are non-negative constants. The wet deposition 

coefficients s2k  are equal to zero when it is not raining. 

 )z,y,x,t(Es  is emission source for the chemical species s  at the 

spatial point  z,y,x  and time t  of the time-interval. 

  q21s c,,c,c,z,y,x,tQ   is a non-linear term describing the chemical 

reactions in which the chemical species s  is involved and which take 

place at the spatial point  z,y,x  and time t  of the time-interval. 

Much more details about UNI-DEM are given in the monographs [2, 3]. 

UNI-DEM was primarily developed for studying air pollution levels in the whole 

of Europe. Different features of this model are fully described in [1-16]. UNI-

DEM was extensively used for performing different investigations related to the 

air pollution levels in 

 The Balkan Peninsula ([15, 17]), 

 Bulgaria ([18, 19]), 

 Denmark ( [2, 3, 20, 21]), 

 England ([22]), 

 Europe ([2, 3, 9, 20, 23, 24, 25]), 

 Hungary together with its surroundings ([16, 26, 27]) and 

 The North Sea ([28]). 

The sensitivity of the model results to variations of some key parameters 

(emissions, chemical rates, etc.) was investigated in [2, 3, 29]. 

A previous version of UNI-DEM has also been used in some inter-comparisons of 

European large-scale air pollution models ([30, 31]). 

The influence of climate changes on the pollution levels was studied in [10, 15, 

16, 20, 21, 30, 32]. 
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A lot of input data, both meteorological data and emission data, are used in UNI-

DEM. These data are obtained mainly from EMEP; see [33, 34]. Some improved 

emission inventories from [35] were also used. Biogenic emissions were prepared 

following the ideas described in [25, 36-38]. 

In this chapter we shall start with a brief discussion the splitting procedure used in 

UNI-DEM (it is fully described in one of the previous chapters of this eBook) and 

the selection of numerical methods. Then we shall proceed with a detailed 

description of the organization of parallel computations. Finally, results related to 

the applications of UNI-DEM in connection with long-range transport and some 

climate change studies will be presented. 

SPLITTING PROCEDURE 

The following three sub-models can in an obvious way be obtained from (1): 

(1) (1) (1)
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The first of these three sub-models describes the vertical exchange. The second 

sub-model describes the combination of the horizontal transport (the advection) 

and the horizontal diffusion. The last sub-model describes the chemical reactions 

together with the emission sources and the deposition terms. 

The splitting of the original model (1) into the sub-models (2), (3) and (4) has at 

least three major advantages: 

(a) no extra boundary conditions are needed, 

(b) for each of the sub-models an optimal numerical methods can be 

selected and 
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(c) the organization of the parallel computations is considerably simpler 

than the attempt to organize directly parallel computations in (1), i.e. 

in the original system of PDEs. 

In the following part of this chapter we shall mainly discuss the third advantage. 

The other two advantages are discussed in one of the other chapters of the eBook. 

PARALLEL TASKS WHEN SHARED MEMORY MACHINES ARE USED 

First the case where the available computer has many processors and each 

processor has access to common memory discs will be considered. The standard 

tool, which is used in this situation, is OpenMP (more details about this tool can 

be found in the web-site [39]). The programming is very straight-forward when 

OpenMP is used and we shall not discussed it here. It is much more important to 

emphasize the fact that the splitting of the original system of PDEs (1) into the 

three sub-systems (2)-(4) leads in a natural way to many parallel tasks. 

Consider the sub-model (2). It is easy to see that this system of PDEs is in fact 

formed by many independent and small systems of PDEs. The number of these 

small sub-systems of PDEs is equal to the product of the number of the chemical 

species and number of grid-points in any of the horizontal grid-planes. 

The second sub-model (3) is also formed by many independent systems of PDEs. 

The number of these smaller sub-systems of PDEs is equal to the product of the 

number of the chemical species and number of the horizontal grid-planes in the 

space domain. 

It is nearly obvious that the third sub-model (4) can immediately be represented 

by a system of ordinary differential equations (ODEs), because it does not contain 

spatial derivatives. Furthermore, this system of ODEs contains a large number of 

independent and small sub-systems of ODEs. The number of these sub-systems is 

equal to the number of all grid-points in the space domain. 

It is clear that in all three cases each sub-system can be considered as a parallel 

task. This means that many parallel tasks do appear in a quite natural way after 

the splitting. The number of these tasks does not depend on the particular choice 
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of numerical methods for the different sub-models. However, it is highly desirable 

to select fast and sufficiently accurate numerical methods. The choice of 

numerical methods is discussed in [2, 3]. 

The number of parallel tasks depends on four parameters: (a) on the numbers of 

grid-points yx N,N  and zN  along the coordinate axes and (b) on the number 

qNq   of the chemical species studied by the model. In UNI-DEM the allowed 

values for these parameters are: 

96 , 288 480 , , 1 10 , 35 , 56 168 .x y x z qN or N N N or N or     (5) 

It should be mentioned here that the restriction of the values of the four 

parameters to those that are listed in (5) is determined by 

(a) the distribution of the meteorological and the emission data for the 

first three parameters and 

(b) the available chemical schemes for the fourth one. 

It should also be mentioned that for 1Nz   the model becomes in fact two-

dimensional. There is no vertical transport in this case and it is only necessary to 

handle the sub-models (3) and (4). 

If the sub-model (2), the vertical transport, is considered and if 10Nz   then the 

number of parallel tasks is equal to the product qyx NNN   and a system of 

10Nz   equations has to be solved in each of them. 

If the sub-model (3), the horizontal transport, is considered, then the number of 

parallel tasks is equal to the product qz NN   and a system of yx NN   equations 

has to be solved in each of them. 

If the sub-model (4), the chemical reactions (combined with emissions and the 

deposition), is considered, then the number of parallel tasks is equal to the product 

zyx NNN   and a system of qN  equations has to be solved in each of them. 

The particular numbers of the parallel tasks for the allowed values of the four 

parameters are given in Table 1. 
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Table 1: The numbers of parallel tasks in the different sub-models for the allowed values of the 

four key parameters, see (5), are given in the last six columns of this table. 
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 35  96 -  322560  35  350  9216  92160 

 288 -  2903040  35  350  82944  829440 

 480 -  8064000  35  350 220400 2204000 

 56  96 -  516096  56  560  9216  92160 

 288 -  4644864  56  560  82944  829440 

 480 - 12902400  56  560 220400 2204000 

168  96 -  1548288 168 1680  9216  92160 

 288 - 13934592 168 1680  82944  829440 

 480 - 38707200 168 1680 220400 2204000 

The numbers of parallel tasks that are given in Table 1 show that the parallel tasks 

in the first and the third sub-models (the sub-models related to the vertical 

transport and the chemical reactions) are many (up to several millions when the 

fine resolution discretization is chosen). However, these tasks are very small. This 

fact causes a problem because some time is needed in order to start and to finish a 

parallel task while the time needed to perform the computations in each task is 

negligible. This means that the computer will use most of the time to start and to 

finish parallel tasks, which is obviously very inefficient. It is easy to deal with this 

problem: several small tasks are to be combined in a bigger task. The number of 

small tasks which have to be united in a bigger task depends on the available 

computer. It is not very difficult to find some suitable number of small tasks, so 

that the data (treated when the bigger task, which is obtained by combining certain 

number of small ones, is handled) stay in cache (it is very important for achieving 

efficiency of the computational process). 

It is seen (from the results in the fifth and sixth columns in Table 1) that the 

number of parallel tasks in the second sub-model (the horizontal transport) is not 

very big. Much more unfortunate is the fact that these tasks are very big when fine 

discretization is applied and the data, which is needed for the computations during 

a bigger parallel task, cannot stay in cache. Therefore, the speed of computations 
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is normally slow. It is necessary to split these tasks into smaller tasks in order to 

avoid this problem. However, it is not very easy to perform this operation. Some 

rules, which are similar to the rules used in the next section, can be used in 

connection with the second sub-model. 

The short discussion given above and the results presented in Table 1 show 

clearly that the application of the OpenMP tool has two major advantages: 

(a) it is easy to program it and 

(b) many parallel tasks appear in a quite natural way when the splitting 

procedure from the previous section is used. 

On the negative side is the problem with the big tasks in the second sub-model. 

ORGANIZING THE COMPUTATIONS ON MESSAGE PASSING 

MACHINES 

The program implementing the parallel computations on a shared memory 

machine consists of six major modules: 

(a) Initialization: in this part the programs reads information related to 

discretization, first and foremost the values of the four parameters 

zyx N,N,N  and qN  as well as information about the location of the 

files from which input data are to be read and where output data are to 

be written. 

(b) Input Operations: in this part the program reads (as a rule, not at 

every time-step, but only when it becomes necessary) meteorological 

and emission data from input files. 

(c) Vertical Transport: the program performs (when 10Nz   and at 

every time-step) the calculations related to the first sub-model (2). 

(d) Horizontal Transport: the program performs (at every time-step) the 

calculations related to the second sub-model (3). 
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(e) Chemistry: the program performs (at every time-step) the 

calculations related to the third sub-model (4). 

(f) Output Operations: in this part the program writes (in general not at 

every time-step, but only when it becomes necessary) concentrations 

and some other quantities related to the concentrations on output files. 

Two additional modules have to be prepared and used if the runs must be carried 

out of a message passing computer: 

(g) Pre-Processing Module: this module is called by the code after the 

initialization part and before the beginning of the actual computations. 

The data is divided into portions and sent to the processors that have 

to be used. After that each processor is performing computations with 

the data assigned to it and preparing locally output data. 

(h) Post-Processing Module: this module is called at the end of the 

computations. It combines the local output data files prepared from 

each processor during the run and stores them in common large files, 

which can after that be used to visualize and/or animate the results 

from the run. 

During the computations each processor works with its own data, but the 

processors must exchange data from time to time. In UNI-DEM this has to be 

done at the end of every time-step. The standard tool, which is used to perform 

exchange of data among the processors is called MPI (Message Passing 

Interface); see [40]. 

OPTIMIZING THE COMPUTATIONAL PERFORMANCE 

Achieving parallel computations is necessary but not sufficient. The 

computations, which are carried out at each processor, must also be optimized. 

The optimization of the computations will be discussed in this section. We shall 

use a very simple example in order to facilitate the understanding of the actions 

that are taken, but the ideas can easily be generalized. 
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Assume that 

(a) the number of the selected processors is four, 

(b) the space domain is discretized by using 1N,96NN zyx   and 

(c) the chemical scheme with 35Nq   is selected. 

Then the array, in which the concentrations are kept, is normally declared as 

)35,96,96(C  and can be divided into four sub-arrays: 

)35,96,73:48(C,)35,96,49:24(C,)35,96,25:1(C 321  and )35,96,96:72(C4  so 

that the first and the fourth sub-arrays contain 25  rows, while the second and the 

third sub-arrays contain 26  rows. Many of the other arrays used in the 

computational process have to be divided into four sub-arrays in a similar manner. 

At each time-step the contents of rows 241  of array 1C , rows 4825  of array 

2C , rows 7249  of array 3C  and rows 9673  of array 4C  are updated (each 

of these sub-arrays is updated by its own processor). 

The following communication tasks have to be performed at the end of the time-

step: 

(a) the first processor must send row 24  to the second processor, while 

the second processor must send row 25  to the first processor, 

(b) the second processor must send row 48  to the third processor, while 

the third processor must send row 49  to the second processor and 

(c) the third processor must send row 72  to the fourth processor, while 

the fourth processor must send row 73  to the second processor. 

In this way row 25  is only used as an inner boundary condition on the first 

processor, rows 24  and 49  are used as inner boundary conditions on the second 

processor, rows 48  and 73  are used as inner boundary conditions on the third 

processor and row 72  is used as an inner boundary condition on the fourth 

processor. It must be mentioned here that boundary conditions are only needed in the 

treatment of the horizontal transport (no boundary condition is needed in the 
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chemical part). It should also be mentioned that the treatment of the boundary 

conditions is easy both because the horizontal sub-model is linear and because 

explicit numerical methods are normally used to handle it (see more details in [2, 3]). 

MPI routines are called to perform the communications listed above. Note too 

that the amount of data, which have to be communicated, is not big (only one row 

for the first and the last processors and two rows for the remaining processors). 

In order to explain better the difficulties, which appear during the computational 

process during the treatment of the chemical reactions, it is much more convenient 

to rewrite the arrays mentioned above as two-dimensional arrays )N,M(C , 

)N,M(C 11 , )N,M(C 22 , )N,M(C 33  and )N,M(C 44  where 

35N,9216M   and the values of ,4,3,2,1i,Mi   can easily be obtained 

by using the above representation of the arrays ,4,3,2,1i,Ci   as three-

dimensional arrays. It is clear that some other arrays that are needed in the 

computational process should be represented in the same manner. In order to 

unify the considerations (in order to cover both the case where no parallel 

computations are to be applied and the case where computations at any of the 

selected processors are to be performed) we shall assume that arrays of the type 

)N,M(C  are involved in the computations. In the latter representation M  is the 

number of the involved grid-points (all grid-points when only one processor is 

used), while N  is the number of the studied by the model chemical species. 

Consider now the performance of the horizontal transport and assume that explicit 

numerical methods are used. Then the major part of the computations consists of 

basic linear algebra operations (mainly matrix-vector multiplications). The 

important issue is that the consequent components of the columns of array 

)N,M(C  and of the columns of all corresponding arrays are successively used in 

the computations. This is a very efficient operation when the FORTRAN language 

is applied because the data needed in the computations stay during a long time in 

cache. Thus, the calculations during the horizontal transport are not causing 

computational difficulties. 

The treatment of the chemical sub-model is not so easy. In this part the elements 

of array )N,M(C  and all corresponding arrays are to be handled by rows and this 
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is very inefficient when the first dimension of arrays is very large, because the 

computer has frequently to change the contents of its cache memory. Therefore, 

some additional efforts are needed in the efforts to achieve efficiency in the 

treatment of the chemical sub-model (4). 

Assume that a module, which will be called the box-model, for performing all 

chemical reactions at a given value ,M,,2,1I,I   has been prepared. Then 

the standard way for performing the chemical reactions at the current time-step 

can be written as shown in Fig. 1. 

C 

C  Performance of the chemical reactions at a given time-step 

C 

    .
DO I = 1, M

.
 

  Call the box-model 

       
END DO  

C 

Figure 1: Straightforward but inefficient performance of the chemical reactions at a given time-

step. 

Realizing that in the box-model it is necessary to perform successfully all 

chemical reactions, one can try to rewrite the piece of code given in Fig. 1 as a 

double loop in the form shown in Fig. 2. This will not be very helpful because the 

stride in the inner loop is not one but M  and this fact will normally cause many 

changes of the contents of the cache memory. 

C 

C  Performance of the chemical reactions at a given time-step 

C 

 
DO I = 1, M  

  
DO J = 1, N  

   Perform the chemical reactions involving the J’th chemical species 

  
END DO  

 
END DO  

C 

Figure 2: Performing the chemical reactions in an inner loop of length .N
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One can, of course, reverse the loops as shown in Fig. 3. The performance will 

still be very slow, because while the chemical reaction number J  is updated, the 

code will need the values of the concentrations of some of other chemical species, 

some of the species with numbers N,,1J,1J,,2,1    in row I . This will 

also cause frequent changes of the contents of the cache memory. 

C 

C  Performance of the chemical reactions at a given time-step 

C 

 
DO J = 1, N  

  
DO I = 1, M  

   Perform the chemical reactions involving the J’th chemical species 

  
END DO  

 
END DO  

C 

Figure 3: Reversing the order of the loops in Fig. 2. 

The problem with the code shown in Fig. 3 is that 

(a) the length of the inner loop is normally very large and 

(b) during the performance of the computations for all values of index I  

some concentrations with indices N,,1J,1J,,2,1    in row I  

are, as was mentioned above, needed. 

This means that additional improvements are needed. More precisely, it is 

necessary to reduce the length of this loop. In other words, instead of working 

with array )N,M(C  we should try to carry out computations with several smaller 

arrays. This can be achieved in the following way. Let NCHUNKS/MNSIZE   

(it is convenient here to assume that NSIZE  is an integer, i.e. that NCHUNKS  is 

a devisor of M ). Then we can think that the large array )N,M(C  and all the 

corresponding arrays with the same dimensions (the number of the arrays in UNI-

DEM the dimensions of which are M  and N  is eight) is divided into a series of 

smaller arrays which in this chapter will be called chunks. The number of chunks 

is NCHUNKS  and the leading dimension of each of them is NSIZE while N  is 
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the second dimension. It is clear now that if NSIZE  is chosen so that the chunks 

can stay in the cache memory of the available computer then the device shown in 

Fig. 4 will be efficient. 

C 

C  Performance of the chemical reactions at a given time-step 

C 

 
DO ICHUNK = 1, NCHNKS  

  Copy chunk ICHUNK  from some of the eight large arrays with dimensions 

  M  and N  in the corresponding small arrays with leading dimension 

  NSIZE  and second dimension N  

C 

C  Carry out the computations in the double loop 

C 

 
DO J = 1, N  

  
DO I = 1, NSIZE  

   Perform the chemical reactions involving the J’th chemical species 

  
END DO  

 
END DO  

C 

C  Finish the computations in the chemical sub-model 

C 

  Copy the information which will be needed in the further computations 

  back in the right locations of the corresponding large arrays 

 
END DO  

C 

Figure 4: An efficient code for the calculations in the chemical part, which is based on the use of 

appropriately chosen small arrays (chunks), is given in this figure. 

The computational work which is carried out before the double loop in Fig. 4 and 

after it is extra (in comparison with the computational work used in the pieces of 

codes presented in Figs. 1 – 3). Some data must be copied from the large arrays to 

the small arrays (the chunks) before the double loop and from the small arrays 

(the chunks) to the large arrays after it. However, the additional time needed to 

perform these copies is fully compensated by the fact that the data stays in the 

cache memory during the performance of the double loop and that is why the 

computations are performed in a more efficient way. This will be demonstrated by 

numerical examples in the next section. 

As mentioned above the number of large arrays in UNI-DEM that are needed 

during the chemical part is eight. However, three of these arrays are helping 
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arrays and they are used only during the computations in the chemical part. 

Therefore, there is no need to declare these arrays as large arrays. Only three 

chunks are to be declared and used in the double loop in Fig. 4. This fact has 

double effect: 

(a) the number of copies which have to be made before the double loop is 

reduced from eight to five and 

(b) the global storage needed in UNI-DEM is reduced because the use of 

three very large arrays is replaced by application of three rather small 

array. 

Also the amount of computational work after the double loop can be reduced. The 

number of copies from the small arrays (the chunks) back to the large arrays that 

has to be carried out after the double loop can be reduced from five to three, 

because some information (for example, the temperatures) is needed during the 

treatment of the chemical reactions, but it is not modified in the double loop of 

Fig. 4 and, thus, there is no need to copy this information back to the large arrays. 

It is quite obvious how the ideas discussed in this section for the special example 

can be extended for the cases where 

(a) the number of processor is not four but for example p  where p  is 

greater than four and 

(b) the number of grid points is not 96NN yx   but some of the other 

two values which can be used in UNI-DEM. 

The extension to the three-dimensional case where 10Nz   is slightly more 

complicated, but also here the approach is very straightforward. It would be 

convenient to declare the large arrays for example as )zN,qN,yN,x(NĈ  and 

to work in the same way as above during the treatment of the horizontal transport 

and the chemical reactions. It is necessary to perform some copies when the 

vertical transport is handled. 

It is necessary to find some optimal (or at least good) value of parameter NSIZE

or, in other words, to determine how large the small arrays (the chunks) should be. 
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The choice depends of the size of the cache discs on the available computer. Some 

experiments will be needed in order to determine a good value of this parameter. 

It must be emphasized that the ideas used in the preparation of the improved 

devise, which was presented in Fig. 4, are very general. All these ideas do not 

depend on the particular numerical methods used in the chemical sub-model. 

Moreover, they can be used both on shared memory parallel computers (under 

OpenMP) or on distributed parallel architectures (under MPI). Even if the 

computer is not parallel, i.e. if it is a sequential computer, the ideas from this 

section are still applicable and will lead to some savings both of the computing 

time and the storage requirements, because nearly all modern computers have 

cache memories. This is also true even for PCs. 

NUMERICAL EXPERIMENTS 

In this section we shall try to answer the following three important questions: 

(a) Which of the two choices, OpenMP or MPI, is better when UNI-DEM 

is used? 

(b) How to determine an optimal or at least a good value of parameter 

NSIZE? 

(c) How to run the code on some computers with more advanced 

architectures? 

The conclusions, which will be drawn in this section, are based on a long series of 

runs performed by using many parallel computers. 

Runs Based on the Use of Open MP and MPI 

It is clear that on classical distributed parallel computers, where each processor 

has its own memory, it is necessary to apply MPI. However, on many modern 

computers with shared memory, one can also simulate message passing 

communications. Therefore, it is worthwhile to investigate what is the better way 

of using UNI-DEM on such computers. 
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Results obtained on 8  processors of a SUN computer in the Danish Centre for 

Scientific Computing at the Technical University of Denmark (see [41]) are given 

in Table 2. It is immediately seen that the MPI option performs much better than 

the OpenMP option. 

The same run was performed by using 32  processors instead of 8  processors. 

One should expect the computing times to be reduced by a factor of 4  when the 

number of processors is four times larger (it is often said that the code is scalable 

when such a requirement is satisfied). This is not true in the case where the 

OpenMP option is used (the results shown in Table 3 indicate that the reductions 

of the computing times are by factor between two and three). For the MPI options 

the reduction factors are very close to four (in the chemical reactions part the 

factor is even slightly greater than four). This means that not only is the MPI 

option faster than the OpenMP option, but it also scales better when the number of 

the processors is increased. 

Table 2: Computing times that are obtained when UNI-DEM is run with x y
N = N = 480  and

 

zN = 1  on 8 processors are shown in this table. The computer used in this run is a SUN located in 

the Danish Computing Centre at the Technical University of Denmark. The number of time-steps 

performed in this run is 1000  and the computing times are measured in seconds. 

Physical Processes (and Total 

Computing time) 

Running the  

OpenMP Option 

Running the MPI  

Option 

Horizontal Transport 2618 457 

Chemical Reactions 1339 688 

Total Computing Time 4011 1281 

Table 3: The same problem as in Table 2, but now it is run on 32 processors. The computing times 

are again given in seconds. Under the columns “Speed-up” the factors by which the computing 

times are reduced when 32 processors are used instead of 8 processors are shown. 

Physical Processes (and Total 

Computing Time) 

OpenMP Option MPI option 

Time Speed-Up Time Speed-up 

Horizontal Transport 1001 2.61 120 3.81 

Chemical Reactions  607 2.21 171 4.02 

Total Computing Time 1771 2.26 348 3.68 
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It is not very clear why the MPI version of UNI-DEM performs better than its 

OpenMP version. The division of large array )N,M(C , which contains the 

concentrations, and the division of all corresponding arrays with the same 

dimensions into much smaller arrays )N,M(C ii  where p,,2,1i   (p  being 

the number of the processors needed) is probably the reason for this behaviour. 

The data is more regularly distributed when this action is carried out. The other 

possibility is that the MPI option is implemented in a much better way than the 

OpenMP option. 

The MPI version of UNI-DEM is mainly used in the air pollution studies, because 

it performs much better than the OpenMP option. This is illustrated in this section 

by the results shown in Tables 2 and 3. However, it is necessary to point out that 

many other numerical experiments have been carried out and the results were 

essentially the same. 

Funding Appropriate Values for the Size of the Chunks 

It is important to obtain good values of parameter NSIZE  in the efforts to obtain 

efficient performance. Results obtained by running the code on several computers 

are given in this sub-section. 

The first example is obtained by running UNI-DEM on the SUN computers at the 

Danish Centre for Scientific Computing ([41]). Eight processors were used. The 

discretization was performed by specifying 10N,480NN zyx   and the 

chemical scheme with 35Nq   was used. A short time-interval of 42 hours was 

used and the results, shown in Table 4, are given in seconds. 

As should be expected reductions are obtained only in the chemical part. On this 

computer, the best results were achieved for 24NSIZE  and the computing time 

in this part of the code was reduced by more than %30  (see the fifth column in 

Table 4). 

The case 1NSIZE corresponds to the use of the smallest chunks, while 

28800NSIZE  corresponds to the selection of the biggest chunks. The results in 

Table 4 indicate that the chunks should not be very small or very large. These 

conclusions were confirmed by many other runs. 
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Table 4: Numerical results obtained by using three different values of NSIZE on a SUN 

computer. “HOR”, “CHEM”, “VERT”, “COMM” and “Total” refer respectively to horizontal 

transport, chemical reactions, vertical transport, communications and total computing time. Eight 

processors were used and the computing times are given in seconds. The relative parts of the 

computing times are given under “Part”. The factors by which the computing times are reduced 

when eight processors are used instead of one processor are given under “Speed-up”. Note that the 

speed-ups are greater than the expected values (the acceleration of the speed of computations is 

super-linear). 

 

Process 

NSIZE=1 NSIZE=24 NSIZE=28800 

Time Part Speed-

up 

Time Part Speed-

up 

Time Part Speed-

up 

HOR 13606  46.2% 19.2 13515 52.7% 20.1 13374 28.9% 20.1 

CHEM 10398  35.3%  8.3  6681 26.0% 8.5 25888 56.0%  8.8 

VERT  2830  9.5% 14.4  2802 10.9% 15.1  2709  5.9% 15.2 

COMM  2316  7.9% -  2340  9.1% -  3925  8.5% - 

Total 29449 100.0% 13.3 25654 100.0% 14.5 46210 100.0% 11.7 

Runs on several other computers have been carried out. Some of the obtained 

results are given in Tables 5 and 6. 

Table 5: Computing times, measured in seconds, when three different values of parameter NSIZE 

are used on three different computers. One processor only is used in this run. Discretization 

parameters Nx = Ny =96 and Nz =1 were specified for this experiment. The chemical scheme with 

Nq=35 was chosen. 

NSIZE Fujitsu SGI ORIGIN 2000 IBM SMP 

 1 76964 14847 10313 

 48  2611 12114  5225 

9216  494 18549 19432 

Fujitsu is a vector computer. On this computer the best performance is obtained 

when the largest chunk is used (in fact when no division of the large arrays to 

smaller arrays is performed in this case). 

SGI ORIGIN 2000 is a shared memory computer. On this computer the best 

result was obtained when 48NSIZE   was applied. The improvement is not very 

significant (no more than 20%). 

IBM SMP is a computer with a rather complicated structure but for this run 

(where only one processor is used) this is not very important. Also here the best 
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result was obtained when 48NSIZE   was applied, but now the improvement is 

rather large (about 50%). 

Some results run on an IBM Blue Gene computer are presented in Table 6. It is 

seen that best results are obtained when 16NSIZE   is selected. The achieved 

reduction is about 34% for the chemical sub-model and about 30% for the total 

time. 

Table 6: Results from an experiment carried out on the IBM Blue Gene computer in Sofia 

(Bulgaria). The disctretization parameters used are Nx = Ny =480 and Nz =1 were applied and the 

chemical scheme with Nq=35 was chosen. The number of processors used was 120. The 

computing times are given in hours. 

NSIZE Chemistry Time Total Time 

1 34.82 43.20 

2 29.62 37.69 

4 25.77 33.40 

8 22.74 30.41 

16 22.27 30.10 

32 23.67 31.06 

64 29.45 36.98 

Using Computers with more Complex Architectures 

The IBM SMP computer (which was already mentioned in the previous sub-

section) has a complicated structure that allows us to achieve parallelization on 

two levels. It consists of several nodes (the particular computer used in our 

experiments has only two nodes, but this still allows us to perform many 

meaningful tests). Each node contains eight processors, which have shared 

memory. This means that each node works in a shared memory mode. 

Since each node has its own memory, several nodes work together in a distributed 

memory mode and, thus, message passing (carried out by using MPI tools) is 

needed in the communications between the nodes. 

It is clear from this short description of the major features of the IBM SMP 

computer that efforts on two levels are needed in order to obtain an efficient 

parallel code: 
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(a) it is worthwhile to apply of parallelization rules within each node (the 

shared memory mode has to be utilized during this phase), and 

(b) it will be more efficient to develop additionally and to exploit in the 

runs of very big tasks some rules for parallelization across the nodes 

(in this part the features of message passing machines have to be 

exploited). 

This information (about the major tasks, which have to be resolved when the IBM 

SMP computer has to be exploited) is by no means complete, but it is quite 

sufficient to explain why the requirement for achieving high performance 

becomes more difficult. There are at least two reasons for this: 

(a) one should exploit simultaneously the features of both the shared 

memory machines and the distributed memory machines, and 

(b) one should be very careful in the efforts to avoid conflicts between the 

devices used in the shared memory code and the devices used in the 

distributed memory code. 

While the task of achieving high performance becomes more difficult when such a 

complicated architecture as the IBM SMP computer is used, it is also true that if 

the work is carefully done, then very good results can be achieved. 

It is intuitively clear that the first task, which has to be solved, is to optimize the 

code when it is run on one processor only (i.e., when it is run in a sequential 

mode). This is why we first tried to increase the performance of the code when it 

is run on one processor. Results, which were obtained by the code before the 

attempts to optimize it for runs on the IBM SMP computer, are given in Table 7. 

The results presented in Table 7 show clearly that the chemistry module was the 

most time-consuming part of the code before the optimization. More than %80  of 

the computing time was spent in this part. Therefore, a lot of efforts (the major 

rules which have to be applied in this phase of the preparation of the code have 

been described in the previous section) were spent in the attempts to improve the 

performance of this part of the code. Some results, which are obtained when the 
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optimized code was run, were given in the fourth column of Table 5. Comparing 

the total computing time in Table 7 with the computing time achieved for 

48NSIZE   in the fourth column of Table 5 indicates that the optimized code is 

about four times faster than the first version of UNI-DEM. 

Table 7: Results obtained by the code before optimizing it for runs on IBM SMP. Only one 

processor is used. Discretization parameters Nx = Ny =96 and Nz =1  were specified for this 

experiment. The chemical scheme with Nq=35 was chosen. No chunks are used (the length of 

NSIZE was 9216 in this experiment). 

Physical Process and Total Time Computing Time Part of the Total Time 

Horizontal Transport  3013  15.51% 

Chemical sub-Model 16147  83.09% 

Initialization  2  0.00% 

Input Operations  50  0.26% 

Output Operations  200  1.13% 

Total Computing Time 19432 100.00% 

Note that the same numerical algorithms are used in all experiments, the results of 

which are presented in this chapter. This fact indicates that it is necessary to apply 

efficient numerical algorithms, but this might not be sufficient when large-scale 

mathematical models are to be handled. It is sometimes even more important to 

organize the computations properly. Moreover, it is seen from Table 5 that this 

action (achieving a proper organization of the computational operations) is computer 

dependent. 

When the code was optimized for runs on one processor, it was not very difficult 

to achieve parallelism both within a node and across the nodes. The rules 

described in the previous section are used and some results are presented in 

Tables 8 and 9. 

SOME REMARKS ABOUT THE USE OF COMPUTATIONAL GRIDS 

One of the great challenges in the near future will be the utilization of computer 

grids in the treatment of very large applications involving tasks from meteorology, 

air pollution and several other related areas of science and engineering. There are 

many problems in air pollution modeling which we want to solve, even problems 
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that must be solved, but it is impossible to handle these problems on the presently 

available computers. Such problems must probably be handled on computer grids. 

Table 8: Computing times (measured in seconds) obtained by using 1, 2, 4 and 8 processors in one 

node as well as by using all 16 processors in the two nodes of the available IBM SMP computer. 

The same parameters as those in Table 7 are used. 

Number of 

Processors 

Horizontal 

Transport 

Chemical sub-

Model 

Total Computing 

Time 

 1 933 4185 5225 

 2 478 1878 2427 

 4 244 1099 1405 

 8 144  521  799 

16  62  272  424 

Table 9: Speed-up and efficiency achieved by using 2, 4 and 8 processors in one node as well as 

by using all 16 processors in the two nodes of the available IBM SMP computer. The speed-up is 

measured as (computing time on one processor) / (computing time on p processors). The 

efficiency is measured as 100 (speed-up on p processors) / (p). The same parameters as those in 

Table 7 are used. 

Number of 

Processors 

Horizontal Transport Chemical Sub-Model Total Computing Time 

Speed-up Efficiency Speed-Up Efficiency Speed-Up Efficiency 

 2  1.95 98%  2.33 112%  2.15 108% 

 4  3.82 96%  3.81  95%  3.72  93% 

 8  6.48 81%  8.01 100%  6.54  82% 

 16 15.01 94% 15.39  96% 12.32  72% 

The results in tables presented in this section indicate that it is possible to achieve 

good results when the rules described in the previous section are properly 

implemented. 

Computer grids open the way to resolving a series of challenging tasks. As an 

example let us mention the task of running several loosely connected large-scale 

models in order to treat a set of complex problems involving 

(a) weather forecasts on different regional scales (starting with results 

obtained on a global scale), 
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(b) weather forecasts on an urban scale (perhaps in parallel for several 

urban areas), 

(c) air pollution forecasts on different regional scales, 

(d) air pollution forecasts on an urban scale (perhaps in parallel for 

several urban areas), 

(e) treatment of the output results in order to prepare them for the people 

who will use them (utilizing data mining algorithms and high-speed 

visualization tools), 

(f) sending the relevant data to appropriate media (TV stations, radio 

stations, relevant Internet sites, different kind of mobile telephones, 

etc.). 

It is clear that computer grids will be very powerful tools in the solution of the very 

challenging tasks related to the possibility to treat efficiently the set of problems 

described above. Such sets of problems are at present solved only by imposing many 

simplifying (and very often not physical) assumptions. At the same time, it is also 

clear that a lot of difficulties must be overcome in the efforts to run such complex 

tasks efficiently on a computer grid. The greatest difficulties are the tasks of 

(a) achieving reliable and robust transition from one scale to another, 

(b) communicating in a fast and secure way relevant data from one part of 

the computational grid to another, and 

(c) preparing the final results, which should be easily understandable by 

the recipients. 

The example given above shows that grid computing appears to be a very 

promising tool both for improving the performance of the existing large-scale air 

pollution models and for the development and successful treatment of sets of 

many models, which are different but have to be coupled in order to study 

interactively some important relations between different physical processes. The 

sets of models can additionally contain economical models, models controling the 
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energy development in a given region of the world, models controling the 

sustainability of the industrial and agricultural development, models controling 

the critical levels of the air pollution levels, etc. It is quite clear that 

(a) the air pollution models are only a part of such big sets of 

mathematical models (and not necessarily the most time-consuming 

part), and 

(b) the computational tasks that are to be resolved, when such big sets of 

models are to be used (perhaps by running hundreds of carefully 

chosen scenarios), are enormous. 

The great potential power of the computational grids can make it possible to resolve 

the enormous tasks related to the treatment of big sets of coupled models when this 

power is efficiently exploited. Several reasons for this expectation are listed below. 

(a) Grid computing is a way to handle tasks that cannot be approached 

without an enormous amount of computing power. 

(b) Grid computing suggests that the resources of many computers can be 

cooperatively and perhaps synergistically managed as collaboration 

toward a common objective. 

(c) Grid computing allows the users to apply in a more efficient way the 

distributed storage of the data, which are needed as input data in big 

applications (in the case of large-scale air pollution models the most 

relevant input data are the enormous sets of meteorological data and 

emission data) when these data are produced and kept in different sites 

(which is practically always the case). 

(d) A computational grid is potentially able to make more cost-effective 

use of a given amount of computer resources. 

It should be reiterated here that such enormous tasks, as those sketched above, 

cannot be treated at present without imposing some crude and as a rule non-

physical simplifications. 

More information about the grid computing could be found in [42, 43]. 
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Figure 5: Distribution of the concentrations of sulphur di-oxide (upper left-hand-side plot), nitrate 

(upper right-hand-side plot), ammonium (lower left-hand-side plot) and ozone (lower right-hand-

side plot) in the Balkan Peninsula. The units are ppb. 

APPLICATIONS OF UNI-DEM 

The development of an extremely efficient code allowed us to apply UNI-DEM in 

many long-term investigations of air pollution phenomena and trends in Europe. 
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Many references were quoted in the beginning of this chapter. Two important 

examples will be given in this section. We shall shortly discuss: 

(a) the long-range transport of air pollution to the Balkan Peninsula and 

(b) the impact of climatic changes to pollution levels around some of the 

biggest European cities. 

Long-Range Transport of Air Pollutants to the Balkan Peninsula 

The long-range transport of air pollutants to the Balkan Peninsula can be studied 

by performing two runs: a first run where all emission sources in Europe are 

active and a second run where the emission sources in the countries located in the 

Balkan Peninsula are set to zero. The results from the first run will show the real 

pollution levels, while the results from the second run will give the approximate 

values of the transport of air pollutants from Europe to the Balkan Peninsula. 

Some examples from this study are given in Figs. 5 and 6. 

The distribution of the concentrations of sulphur di-oxide, nitrate, ammonium and 

ozone in the studied in this paper area are given in Fig. 5. It is seen that while the 

sulphur di-oxide levels are rather high (especially in Bulgaria), the nitrate, 

ammonium and ozone levels in the Balkan Peninsula are relatively low. 

The influence of the European emission sources on the pollution levels in the 

Balkan countries is shown in Fig. 6. The changes are given in percent. Denote by 

A  the result at a given grid-point in the case where the scenario without emission 

sources from the Balkan countries is used. Denote by B  the corresponding result 

from the Basic Scenario (where all European emission sources are taken into 

account). Then the quantities B/A100  are given in the plots in Fig. 6. 

Three important conclusions can be drawn from the plots in Fig. 6: 

(a) The influence of the European emission sources on the sulphur di-

oxide levels is relatively small. This is not a big surprise because the 

sulphur di-oxide levels in the Balkan Peninsula are rather high. 

(b) The influence of the European emission sources on the nitrate and 

ammonium levels is considerably larger, while the influence on the 

ozone concentrations is very high. 
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Figure 6: Contributions of the European emission sources to the concentration levels of sulphur 

di-oxide (upper left-hand-side plot), nitrate (upper right-hand-side plot), ammonium (lower left-

hand-side plot) and ozone (lower right-hand-side plot) in the Balkan Peninsula. The units are 

percent. 
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(c) The influence of the European emission sources is greater in the 

Western and Northern parts of the Balkan Peninsula. 

The fact that the influence of the European emission sources on the pollution levels 

is very big for some chemical species indicates that the long-range transport should 

properly be taken into account. This explains why it is always more preferable to use 

a large spatial domain also when limited areas of this domain are of interest. 

Impact of Climatic Changes on the Pollution Levels Around Big European 

Cities 

High pollution levels might cause some damages on plants, animals and human 

beings. One of the dangerous for human beings pollutants is ozone. Several 

critical levels for ozone have been established in the European Union (EU) as well 

as in other parts of the world. Some of these critical levels are legislated in the EU 

Ozone Directive [44]. 

Assume that maxc  is the maximum of the eight-hour averages of the calculated by 

some model or measured ozone concentrations in a given day at site A . If the 

condition 60cmax   ppb is satisfied at least once in the day under consideration, 

then the expression a bad day will be used for such a day at site A . Bad days can 

have damaging effects on some groups of human beings (first and foremost, on 

people who suffer from asthmatic diseases). Therefore, the number of such days 

should be reduced as much as possible. Two important aims are stated in the 

Ozone Directive issued by the EU Parliament in year 2002 (see again [44]): 

(a) Target Aim. The number of “bad days” in any site of the European 

Union should not exceed 25 after year 2010. 

(b) Long-Term Aim. No “bad day” should occur in the European Union 

(the year after which the long-term aim has to be satisfied is not 

specified in the EU Ozone Directive). 

Climate changes are causing another challenging problem for the modern society. 

The quick climate changes have many different consequences. The impact of 

these changes on the pollution levels is one of the consequences and this 
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consequence must be carefully investigated by studying the relationship between 

climatic changes and high pollution levels. 

The impact of the climatic changes on numbers of bad days in eight sub-urban 

areas in Europe will be demonstrated in this section. The areas around the cities 

listed in Table 10 were selected. These areas are densely populated and increases 

of the numbers of “bad days” may cause damaging effects on large number of 

human beings in these areas. 

Several climatic scenarios were developed (by taking into account the 

recommendation of the Intergovernmental Panel on Climate Change, IPCC, 

given in [45, 46]; see also [47-51]). These scenarios were run together with the 

Basic Scenario (where the actual emissions and meteorological conditions are 

kept unchanged) over a long time-interval of 16 years. Results obtained with the 

third climatic scenario are presented in Figs. 7 – 9. 

 

Figure 7: Variation of the bad days in Paris, Madrid, Berlin and Vienna, which are obtained by 

using the Basic Scenario and one of the climatic scenarios for the time-interval of 16 years. 
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Table 10: Eight big European cities for which the numbers of bad days per year were calculated 

by using UNI-DEM are given in this table. 

No. City Country Population in City Population in Metropolitan Area 

1 Vienna Austria  1.7  2.3 

2 Berlin Germany  3.4  5.0 

3 Madrid Spain  3.2  5.1 

4 Paris France  2.2 12.0 

5 London Great Britain  7.5  8.3 

6 Rome Italy  2.7  4.0 

7 Milan Italy  1.3  7.4 

8 Moscow Russia 10.0  

 

Figure 8: Variation of the bad days in Moscow, Milan, Rome and London, which are obtained by 

using the Basic Scenario and one of the climatic scenarios for the time-interval of 16 years. 

The results presented in Figs. 7-9 show clearly that the numbers of bad days, 

which in most of the cases exceed the critical levels established in the European 

Union, are in general further increased when the climatic scenario is used. The 

size of the increases (see Fig. 9) is in most of cases about 10%, but could also be 

higher, up to 30%, which indicates that the number of bad days could be increased 

rather considerably in the future only because of the global increase of the 

temperature. This indicates that the climatic changes should seriously be taken 
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into consideration by the policy makers when measures to keep our environment 

clean are to be planned and taken. 

 

Figure 9: Changes of the numbers of “bad days” in percent (obtained by taking the differences of 

the numbers of “bad days found by the Climatic Scenario 3 and the Basic Scenario, multiplying 

this difference by 100 and dividing the results by the numbers of bad days found by the Basic 

Scenario). 

CONCLUDING REMARKS 

Large-scale air pollution models must be discretized on fine-resolution grids in 

order to avoid the appearance of numerical errors which are comparable with or 

greater than the errors that are caused by other reasons. Therefore, the numerical 

tasks that are to be handled are enormous and it is absolutely necessary to develop 

and use efficient methods when long series of simulations are to be run. The 

achievements obtained during the efforts to run efficiently a particular model, 

UNI-DEM, on parallel computers were discussed in this paper. The main ideas are 

pretty general and can also be used in connection with other large-scale models. 
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In spite of the fact that the obtained results were rather good, much more efforts in 

this field are still needed. This fact can shortly be explained as follows. Consider 

the computational problems, which are related to the study of the influence of the 

climate changes on the pollution levels. Some results from this study were 

presented and briefly discussed in Sub-section 8.2. The computational complexity 

of this problem is enormous. Indeed, it was necessary to run 14 scenarios over a 

time-period of 16 years on a fine grid ( 480 x 480 x 10 cells and 35 chemical 

species resulting in systems of 80 640 000 equations that are to be handled in 209 

664 time-steps per year). Therefore it was extremely difficult to complete 

successfully this study. The task of running so many scenarios over so long time-

period can be successfully solved only if at least four requirements are 

simultaneously satisfied: 

(a) fast but also sufficiently accurate numerical methods are to be 

implemented in the model, 

(b) the cache memories of the available computers have to be efficiently 

utilized, 

(c) codes which can be run in parallel have to be developed and used, 

(d) reliable and robust splitting procedures have to be implemented. 

The solution of sub-tasks (a) – (d) was discussed in this chapter. It must be 

emphasized here that it is impossible to handle the 14 scenarios over a time-

period of 16 years on the available super-computers if the sub-tasks (a) – (d) are 

not efficiently solved. Even when this was done, as described in the previous 

sections, it took more than two years to compute output data from all 2688 runs 

(14 scenarios x 16 years x 12 months) carried out in this study. This fact illustrates 

the great computational difficulties that are related to the investigation of various 

impacts of climatic changes on pollution levels. 

It should be added here that the storage requirements (the need for huge input and 

output data files) are also enormous. 
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This indicates that it is highly desirable to achieve essential improvements in 

order to be able to handle even more difficult tasks. Such improvements will be a 

topic of future research. 
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